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## Chapter 1

## Abstract

Colloidal quantum dots (CQDs) are free-standing nanostructures surrounded by capping ligands with chemically tunable electronic properties. The properties of single CQD and the extent to which electrical and mechanical interactions between dots in an array are significant in relation to observed transport properties are highly important. However, it is difficult to assess those interactions because they are controlled by the dots surface chemistry and by the organic ligands that link between separate dots. To date only a few studies have accounted for the ligands structure at the atomistic level and their effect on the mechanical forces between dots was yet to be considered.

In this work, we consider a new scanning tunneling microscopy (STM) tip - double quantum dot (DQD) - surface setup, for measuring ligand-mediated effective interdot forces, for inducing motion of individual CQDs within an array, and for exploring the unique connectivity of this setup in which the tip is coupled to a single dot while the coupling to the surface is shared by two dots.

The theoretical analysis of the DQD structure within this setup reveals for the first time voltage-induced interdot recoil and dissociation of the dots with pronounced changes in the current. By considering realistic microscopic parameters, our approach enables correlating the onset of mechanical motion under bias voltage with the effective ligandmediated binding forces. The analysis also reveals a unique negative differential resistance (NDR) effect attributed to destructive interference during charge transfer from the DQD to the surface electrode.

Finally we consider a novel concept of nano-electromechanical nonvolatile memory device incorporating a triple quantum dot (TQD) cluster. The device operation is based on the bias induced motion of a floating quantum dot (FQD) located between two bound quantum dots (BQD). The mechanical motion capability of the FQD is used for switching between two stable states, "ON" and "OFF" states, while the ligand-mediated effective interdot forces between the BQDs and the FQD serve to hold the FQD in each stable position under zero bias. Considering realistic microscopic parameters, our theoretical treatment of the TQD reveals the characteristics of the device. Based on this analysis, the operation frequency of the device is estimated to be higher than current non-volatile memory devices.

## Chapter 2

## Introduction

### 2.1 Reducing the dimensions of a semiconductor

About half a century ago, C. H. Henry proposed the idea of reducing the dimensions of semiconductor crystals in order to explore size effects and new electronic phenomena [1]. After many struggles, the first successful attempt was achieved in 1974, by using a fabrication methods based on Molecular Beam Epitaxy (MBE). In this experiment, very thin $(100 \AA)$ layers of GaAs, placed between very thick slabs of AlGaAs, has been grown (Figure 2.1, right).


Figure 2.1: Left: Typical optical absorption spectra of GaAs layers placed between thick AlGaAs slabs representing excitions associated with the electron and hole, each in a distinguish $n$th bound state. The top curve, labeled $L_{z}=4000 \AA$, exhibit the bulk form behavior. The bottom layers, labeled $L_{z}=210 \AA$ and $L_{z}=14 \AA$, are associated with the GaAs thin layers and demonstrating the discrete transitions behavior. Right: Measured $L_{z}$ versus the measured exciton energies. Each curve represent an exction energy in the respective $n$th bound state. A scheme of the experiment setup is presented.

These thin layers act as potential wells due to their small dimension and the difference of their bandgap in comparison with the slabs bandgap. In combination, these kind of structures confine the motion of free charges inside the middle layer in the direction which is normal to the growth orientation of the three layers. This one dimension confinement leads to the formation of a quantized energy spectrum which can be directly observed as optical transitions between the quantized states in an experiment (Figure 2.1, left).

The realization of quantum wells [1] gave strong boost to the research of confined systems. Soon enough, research was making strides into the realms of higher dimensionality confinement, with successful attempts in two dimensions confinement (quantum wires $[2,3]$ ) and three-dimensional confinement (quantum dots). In 1981, Ekimov and Onushchenko [4] wrote: "In this letter we report the discovery and a spectroscopic study of a new class of objects that exhibit size effects: three-dimensional microscopic crystals of semiconducting compounds grown in a transparent dielectric matrix." And with this discovery they initiated a new area of full three-dimensional confinement nano-science. Figure 2.2 gives an illustration of the three confinement regimes [5].


Figure 2.2: Schematic drawing to show the concept of quantum-confined system of different dimensionality [5]: (a) bulk semiconductors (3D); (b) thin film, layer structure, quantum well (2D); (c) linear chain structure, quantum wire (1D); (d) cluster, colloid, nanocrystal, quantum dot (0D). In the bottom, the corresponding density of states $[\Delta(E)]$ versus energy $(E)$ diagram.

Few years later, A. Ekimov, L. Brus and Al. Efros [6] started pioneering work on what has become the field of colloidal quantum dots (CQDs). CQDs are semiconductor nanoparticles that are formed of few hundreds to few thousands of atoms. Unlike QDs fabricated using self-assembled growth of QDs by MBE [7], CQDs are synthesized from
precursor compounds dissolved in solutions, much like traditional chemical processes. Since the first synthesis of nearly monodisperse quantum dots in 1983, a lot of progresses have been made, and today CQDs can be synthesized using modern fabrication techniques with atomic precision having size control of tens to hundreds of Angstroms and size dispersion of a few percent [8]. Today, the level of chemical manipulation of CQDs is almost approaching that of regular molecules [9]. Transmission Electron Microscopy (TEM) [10] and Scanning Tunneling Microscope (STM) [11] images of CQDs layers are shown as an example in Figure 2.3 and Figure 2.4 respectively.


Figure 2.3: (A) Transmission electron microscopy (TEM) image of CdSe nanocrystals; (B) TEM image of cobalt nanocrystals; (C) TEM micrograph of an AB13 superlattice of gamma-Fe2O3 and PbSe nanocrystals [10].


Figure 2.4: Topographic and spectroscopic of PbSe QDs in a CdSe QD matrix: (A) large scale STM image of a hexagonally packed monolayer of CdSe QDs; (B) STM image of PbSe QDs (marked with black circles) dispersed in a matrix of CdSe QDs [11].

### 2.2 Quantum confinement

The electronic properties of a semiconductor nanocrystal begin to deviate from the properties of the bulk form when the size of the nanocrystal is comparable to the typical de-Brogile wavelength of the charge carriers in the bulk. As a thought experiment, one can think of a nanocrystal as a particle-in-a-box model where the size reduction is manifested in the characteristic size of the box. In real materials, the de-Brogile lengths, in a good approximation, is of the order of the distance between quasi-electrons and holes in the bulk. This distance can vary from as low as 5.4 nm for GaAs nanocrytal, 24 nm for Si nanocrystal, to as high as 40 nm for PbSe nanocrystal [12].

The change of the semiconductor size and composition bring about the build up of a quantized energy spectrum and in particular variation of the energy gap. It also leads to increased localization of the charge carriers and subsequently the development of additional kinetic energy of the carriers (Figure 2.5) [13]. This additional energy is the well-known confinement energy which results in further shifting of the quantized states to higher energies. Together, these phenomena represent the celebrated Quantum Size Effects and are responsible for the modified optical, electronic, chemical and thermodynamics properties [14] of the nanocrystal.


Figure 2.5: Left: Emission characteristics of QDs with different compositions and sizes. Right: Excitation (top) and emission (bottom) spectra of four CdSe/ZnS QDs of varying sizes [13].

These adjustable properties can be used for the engineering of optimized light emitters or light harvester, for use in state of the art applications. For example, the peak absorption wavelengths can be adjusted such that it will be correlated with the emission spectrum of the sun. This kind of optimization is carried out in a range of photovoltaic devices that are based on CQDs [12]. It is important to emphasize that the realization of these kind of applications could not take off at the level of understanding of a single nanocrystal, but rather by synchronized understanding of the mutual coupling between nanocrystals and the quantized spectrum in large nanocrystals cluster, and in particular the understanding of the nanocrystals surface passivation which controls this mutual coupling.

### 2.3 Nanocrystal surface

The importance of the nanocrystal surface becomes increasingly pronounced as the size of the nanocrystal is reduced. Whereas in bulk materials, the surface area constitutes only a very small fraction of the entire volume, in typical CQDs, the surface to volume ratio can reach tens of percent. Hence, a large fraction of the CQDs atoms are placed on the surface. These surface atoms constitute a serious problem because they are adding trap states inside the energy gap of the nanocrystal due to their unsaturated bonds. These trap states can influence negatively the desired properties of the nanocrystal such as the optical properties of a single nanocrystal $[15,16]$ or the transport properties of a
cluster of CQDs. In order to alleviate this problem, at least partially, the unsaturated bonds are partially passivated by organic ligand capping (Figure 2.6) [15],


Figure 2.6: Left: The structure of a quantum dot showing its three main features: core, shell and ligands. Right: PbS CQDs capped with oleic acid (OA). In the organic route, EDT substitutes the long OA ligands and binds to $\mathrm{Pb} 2+$ on the surface [15].

Apart from relieving the effect of trapping, ligands of different lengths and building blocks can be engineered intelligently in order to optimize their other role as the connecting links between adjacent CQDs in a cluster [17]. This capability represents additional degree of freedom in terms of engineering of a cluster properties. Taking into account the possibility of ligands engineering in combination with quantum confinement effects, size-controlled electronic properties and chemical flexibility properties, CQDs can be thought of as artificial atoms whose properties can be engineered to suit a particular aim.

### 2.4 Quantum dot clusters

Using surface ligands [18-20], capped CQDs can be attached to each other, or can be incorporated into different types of organic and inorganic matrices. They can also be assembled into different types of ordered and disordered clusters, mimicking natural solids, forming granular materials, two-dimensional arrays, and three-dimensional clusters (Figure 2.7) [21].


Figure 2.7: TEM images of projections of binary superlattices, self-assembled from different nanoparticles, and modeled unit cells of the corresponding three-dimensional structures (only part of the original results are shown here for brevity) [21].

Such CQDs clusters have the potential to initiate the development of new generation of devices. The number of teams in the world working on CQDs clusters and their applications is growing every year, with the first large scale productions in view. CQDs clusters can be used for applications utilizing single, double and triple quantum dot clusters [22] as well as building blocks for large clusters applications such as photovoltaic cells [12, 23-25], fluorescence imaging, light-emitting diodes [26, 27], lasers [28-31], and field-effect transistors [32-34].

Charge transport of CQDs in such clusters depend on the properties of single dots [35-40] as well as on chemical, electronic, magnetic and mechanical coupling between adjacent dots [17, 41]. And while mechanical coupling should not be manifested in rigid clusters made by lithography techniques, in which electron-beam lithography is used to write metal electrode structures that are used to define QDs in an underlying 2DEG heterostructure grown by MBE, CQDs clusters should in principle be influenced by mechanical forces between the CQDs themselves in both small and large clusters. Thus, deep understanding of the effect of mechanical coupling can lead to improvement of CQDs applications by either taking into account undesirable mechanical effect which can degrade the overall performance, or by exploiting these novel mechanical effects for the development of new class of applications.

Ligands should play a key role in characterizing mechanical forces between CQDs and between CQDs to surfaces, but unfortunately they are not easy to characterize and therefore not a lot is known about their influence on the general properties of CQDs clusters, and especially their effect on mechanical properties. Yet, the ability to manipulate the ligands using wet chemistry techniques [14] suggests that it is crucial to understand their mechanical characteristics.

Putting mechanical forces aside, studies on large clusters such as single layer CQDs films, modeled using well-established granular transport theories [42], have provided understanding of the collective transport phenomena using models such as Efros and Shklovskii Variable Range Hopping (ES-VRH) or Mott-VRH [42-45] with adjusted parameters which depends on the influence of temperature, dot sizes and material composition, nearest-neighbor hopping, activation energies, deviation from arrhenius behavior and more. Studies on small clusters such as double quantum dot (DQD) [46-48] and triple quantum dot (TQD) structures have also supplied a wealth of knowledge. The strong e-e interactions in such clusters give rise to a variety of intriguing phenomena of a prominent many-body nature such as NDR effects [49-56], Coloumb blockade [35, 36, 57, 58], Franck-Condon blockade [59, 60], Spin blockade [61-63] and Kondo effects [64-67].

CQDs have opened the possibility to study quantum transport effects under a controlled environment. Concurrently, in order to study and validate any of these quantum transport effects, strides in the computational costs efficiency and the accuracy of advanced transport theories had to be made. In this thesis our main aim is the study of mechanical forces and non-linear effects in a Double Quantum Dot structure [56, 68] (See Figure 2.8 for examples) using the Quantum Master Equation (QME) theorem [69].


Figure 2.8: Left: A Double Quantum Dot (DQD) structure fabricated using electronbeam lithography. The lines in the picture are metallic contacts placed on a semiconductor substrate, defining the DQD structure in the center and two quantum point contacts flanking it. Right: An STM tip-DQD-surface setup scheme using CQDs synthesis for inducing motion and for measuring the forces inside the DQD, controlled by the organic ligands.

## Chapter 3

## Research Goals

The general purpose of the present research is to model charge transport induced phenomena in colloidal double quantum dots (CQD) and to develop new probes for inter-dot interactions. To achieve that, we apply the Quantum Master Equation theory for the investigation of the intertwined electronic and mechanical transport characteristics in small cluster of CQDs. The goals are outlined as follows:

1. Proposal of a new STM tip-dot-substrate setup. We construcrt a new setup for inducing mechanical motion of CQDs synthesized using "wet chemistry" techniques, and for characterizing the effective forces that control their mechanical response. Motion is induced and simultaneously evaluated by applying bias voltage and measuring the currents through coupled CQDs in this architecture.
2. Mechanical recoil and dissociation. Hardly anything is known about the mechanical coupling between CQDs and the role of the ligands in this context. Only a few studies account for their structure at the atomistic level, and their effect on the mechanical forces between dots was not yet considered. Our experimental setup allows to evaluate the mechanical strength between coupled QDs.
3. The extent to which single dot properties and the interactions between dots in an array are of significance in relation to the observed transport properties. The intermediate regime of several interacting CQDs in which specific interdot interactions could be manifested in transport measurements is studied. These transport properties are controlled by the surface chemistry of the dots and by the organic ligands that link between the dots.

## 4. Extension of single QD experimental studies to coupled QDs experiments.

 The theoretical analysis demonstrates how a unique dark state and its related NDR phenomenon lead to a nonlinear feature in the current through the coupled QD, which can be used to reveal the magnitude of interdot electronic interactions. The study also demonstrates the possibilities for the construction of innovating NEMS devices by exploiting the combination of mechanical motion and electronic effects. It also emphasizes the unique versatilities of QDs and the surrounding ligands which can enable the realization of such class of devices.
## Chapter 4

## The QME theory - general

## overview

We study a model in which a DQD cluster is connected to two macroscopic electrodes. The full Hamiltonian of this system is defined in a full Hilbert space representing the entire system. In view of the very different physical nature of the DQD and the electrodes, it is convenient to divide the entire Hilbert space into three complementary parts, defined by appropriate projection operators. The identity operator in the full space is decomposed into three parts, spanned by orthogonal projections [69-71],

$$
\begin{equation*}
I=L+S+R ; \quad L^{2}=L, S^{2}=S, R^{2}=R ; \quad L S=L R=R S=0 \tag{4.1}
\end{equation*}
$$

For example, we define the projector operators for a single particle Hilbert space (we later move to many-particle system) as:

$$
L=\left(\begin{array}{ccc}
1_{n} & 0 & 0  \tag{4.2}\\
0 & 0_{m} & 0 \\
0 & 0 & 0_{N-m-n}
\end{array}\right) ; S=\left(\begin{array}{ccc}
0_{n} & 0 & 0 \\
0 & 1_{m} & 0 \\
0 & 0 & 0_{N-m-n}
\end{array}\right) ; R=\left(\begin{array}{ccc}
0_{n} & 0 & 0 \\
0 & 0_{m} & 0 \\
0 & 0 & 1_{N-m-n}
\end{array}\right)
$$

Denoting the full Hamiltonian as $H, 1_{n}$ is an $n \times n$ identity matrix and $L$ projects onto the upper left $n \times n$ part of the Hamiltonian, $S$ projects onto the middle $m \times m$ part of the Hamiltonian, and $R$ projects onto the lower right $(N-m-n) \times(N-m-n)$ part
of the Hamiltonian. $S$ defines the DQD subspace and $L$ and $R$ define the left and the right electrodes, respectively.

We can now write the full Hamiltonian expression as,

$$
\begin{align*}
& H=(L+S+R) H(L+S+R)=L H L+L H S+L H R+  \tag{4.3}\\
& S H L+S H S+S H R+R H L+R H S+R H R .
\end{align*}
$$

By applying the assumption that the direct coupling between the two separate electrodes vanishes, i.e.,

$$
\begin{equation*}
(L H R)^{\dagger}=R H L=0 \tag{4.4}
\end{equation*}
$$

the exact Hamiltonian becomes,

$$
\begin{equation*}
H=L H L+S H S+R H R+(S H R+S H L+h . c .) . \tag{4.5}
\end{equation*}
$$

We can use the identity,

$$
\begin{equation*}
\Psi=(L+S+R) \Psi ; \tag{4.6}
\end{equation*}
$$

with the vector $\Psi$, for the eigenvalue problem,

$$
\begin{equation*}
H \Psi=E \Psi \tag{4.7}
\end{equation*}
$$

to separate the set of coupled linear equations into three distinct sets,

$$
\begin{align*}
& L H L \cdot L \Psi+L H S \cdot S \Psi+0=E \cdot L \Psi \\
& S H L \cdot L \Psi+S H S \cdot S \Psi+R H S \cdot S \Psi=E \cdot S \Psi  \tag{4.8}\\
& 0+S H R \cdot S \Psi+R H R \cdot R \Psi=E \cdot R \Psi
\end{align*}
$$

and obtain the corresponding Hamiltonian matrix form,

$$
H=\left(\begin{array}{ccc}
L H L & L H S & 0  \tag{4.9}\\
S H L & S H S & S H R \\
0 & R H S & R H R
\end{array}\right)
$$

Finally, we define the Hamiltonian as

$$
\begin{equation*}
H=H_{L}+H_{R}+\left(H_{L S}+H_{R S}+\text { h.c. }\right)+H_{S} . \tag{4.10}
\end{equation*}
$$

where the external two electrodes are defined as,

$$
\begin{equation*}
H_{L}+H_{R}=L H L+R H R=\sum_{\sigma=\alpha, \beta} \sum_{k} \epsilon_{k, L} b_{k, L}^{\dagger} b_{k, L}+\sum_{\sigma=\alpha, \beta} \sum_{k} \epsilon_{k, R} b_{k, R}^{\dagger} b_{k, R} \tag{4.11}
\end{equation*}
$$

and the electrodes-DQD coupling is,

$$
\begin{align*}
& H_{R S}+H_{L S}=S H R+S H L=\sum_{m, K} Z_{m, k, R} a_{m}^{\dagger} b_{k, R}+\sum_{m, K} Z_{m, k, L} a_{m}^{\dagger} b_{k, L} \\
& Z_{m, k, J}=\left\langle\epsilon_{m}\right| H\left|\epsilon_{k, J}\right\rangle  \tag{4.12}\\
& a_{m}^{\dagger} b_{k, J}=\left|\epsilon_{m}\right\rangle\left\langle\epsilon_{k, J}\right| .
\end{align*}
$$

$Z_{m, k, J}$ is assumed to have a product form,

$$
\begin{equation*}
Z_{m, k, J}=\nu_{m, J} \cdot u_{k, J} \tag{4.13}
\end{equation*}
$$

hence,

$$
\begin{equation*}
H_{R S}+H_{L S}=\left(\sum_{m=1}^{M} \nu_{m, R} a_{m}^{\dagger} \sum_{k} u_{k, R} b_{k, R}\right)+\left(\sum_{m=1}^{M} \nu_{m, L} a_{m}^{\dagger} \sum_{k} u_{k, L} b_{k, L}\right) . \tag{4.14}
\end{equation*}
$$

The many-particle system is characterized by creation and annihilation operators of an electron in the single particle states. $a_{i}^{\dagger}$ and $a_{i}\left(a_{i}^{\dagger}, a_{j}=\delta_{i, j}\right)$ create and annihilate an electron in the $i^{\text {th }}$ spin-orbital, $|i\rangle \equiv\left|\phi_{i}\right\rangle \otimes\left|\sigma_{i}\right\rangle$, and $b_{k, J}^{\dagger}$ and $b_{k, J}$ create and annihilate an electron in electrode state $\left|\epsilon_{k, J}\right\rangle \otimes\left|\sigma_{i}\right\rangle$. The operators satisfy the common commutation relations for Fermions.

The full (non-relativistic) Hamiltonian for the many electron DQD reads (see Appendix A for the explicit derivation),

$$
\begin{equation*}
H_{S}=S H S=\sum_{i, j=1}^{M}\langle i| \hat{h}|j\rangle a_{i}^{\dagger} a_{j}+\sum_{i, j, k, l=1}^{M}\langle i, j \mid k, l\rangle a_{i}^{\dagger} a_{j}^{\dagger} a_{l} a_{k} . \tag{4.15}
\end{equation*}
$$

and the coefficients have the following form,

$$
\begin{align*}
& \langle i| \hat{h}|j\rangle=\delta_{\sigma_{i}, \sigma_{j}} \int d \mathbf{r} \phi_{i}^{*}(\mathbf{r})\left[-\frac{\hbar^{2}}{2 m_{e}} \nabla_{\mathbf{r}}^{2}+V(\mathbf{r})\right] \phi_{j}(\mathbf{r})  \tag{4.16}\\
& \langle i, j \mid k, l\rangle=\delta_{\sigma_{i}, \sigma_{k}} \delta_{\sigma_{j}, \sigma_{l}} \int d \mathbf{r}_{1} \int d \mathbf{r}_{2} \phi_{i}^{*}\left(\mathbf{r}_{1}\right) \phi_{j}^{*}\left(\mathbf{r}_{2}\right) \frac{K e^{2}}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} \phi_{k}\left(\mathbf{r}_{1}\right) \phi_{l}\left(\mathbf{r}_{2}\right) .
\end{align*}
$$

Each electrode is regarded as an electron reservoir, represented as a grand-canonical ensemble. The electrode density, $\hat{\rho}_{J}$, is defined at thermal equilibrium as

$$
\begin{equation*}
\hat{\rho}_{J}=e^{-\frac{1}{K_{B}^{T}} \sum_{K}\left(\epsilon_{k, J}-\mu_{J}\right) b_{k, J}^{\dagger} b_{k, J}} / \operatorname{tr}\left[e^{-\frac{1}{K_{B} T} \sum_{K}\left(\epsilon_{k, J}-\mu_{J}\right) b_{k, J}^{\dagger} b_{k, J}}\right] \tag{4.17}
\end{equation*}
$$

where $T$ is the temperature, and $\mu_{J}$ is the electrochemical potential.
When the coupling is switched on, the DQD can exchange particles with the electrodes. Each electrode tends to drive the DQD to a different electronic population according to its macroscopic quasi-equilibrium state. Therefore the open DQD cluster reaches a non-equilibrium steady-state, in which the rate of charge transport (current) from one of the electrodes into the DQD, equals the rate of charge transport from the DQD into the other electrode. This current would remain constant as long as the bias (which depends on the temperature and the electrochemical potential) between the electrodes is fixed.

The steady-state of the DQD cluster is calculated by following the time-evolution of the system's full density matrix starting from an arbitrary initial state. Here we consider an initial density in a product form,

$$
\begin{equation*}
\hat{\rho}(0)=\hat{\rho}_{S}(0) \otimes \hat{\rho}_{B}(0) ; \hat{\rho}_{B}(0)=\hat{\rho}_{R} \otimes \hat{\rho}_{L} \tag{4.18}
\end{equation*}
$$

where the bath density, $\rho_{B}$, satisfies the following properties,

$$
\begin{align*}
& {\left[\hat{\rho}_{B}(0), \hat{H}_{B}\right]=0}  \tag{4.19}\\
& \operatorname{tr}\left[\hat{\rho}_{B}(0), \hat{H}_{S B}\right]=0
\end{align*}
$$

and $\hat{\rho}_{S}(0)$ is any normalized system density with $\operatorname{tr}\left[\hat{\rho}_{S}(0)\right]=1$, where $\operatorname{tr}[\cdots]$ denotes a trace over the DQD cluster subspace.

The time-evolution of the full density operator is given by the Liouville-von Neumann equation of motion,

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}(t)=-\frac{i}{\hbar}[\hat{H}, \hat{\rho}(t)] . \tag{4.20}
\end{equation*}
$$

and the coupling between the DQD and the electrodes is assumed to be weak so that the perturbation to the DQD is small (a Markovian approximation). Following this assumptions, the well-known closed Redfield equation for $\hat{\rho}_{S}(t)$, can be derived [69],

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}_{S}(t)=-\frac{i}{\hbar}\left[\hat{H}, \hat{\rho}_{S}(t)\right]-\frac{1}{\hbar^{2}} \int_{0}^{t} d t^{\prime} \operatorname{tr}_{B}\left[\hat{H}_{S B},\left[\hat{H}_{S B}\left(t-t^{\prime}\right), \hat{\rho}_{B}(0) \hat{\rho}_{S}(t)\right]\right] \tag{4.21}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{H}_{S B}(\tau) \equiv e^{-\frac{i}{\hbar}\left(\hat{H}_{S}+\hat{H}_{B}\right) \tau} \hat{H}_{S B} e^{\frac{i}{\hbar}\left(\hat{H}_{S}+\hat{H}_{B}\right) \tau} \\
& \hat{H}_{S B}=\sum_{J, L}\left[\hat{V}_{S, J} \hat{U}_{B, J}+\hat{U}_{B, J}^{\dagger} \hat{V}_{S, J}^{\dagger}\right] \tag{4.22}
\end{align*}
$$

or, more explicitly, by using the bath density operator (4.17) and the Fermion anticommutation relations,

$$
\begin{align*}
& \frac{d}{d t} \hat{\rho}_{S}(t)=-\frac{i}{\hbar}\left[\hat{H}_{S}, \hat{\rho}_{S}(t)\right]+\sum_{J=L, R}\left[\hat{F}_{J}(t) \hat{\rho}_{S}(t)-\hat{\rho}_{S}(t) \hat{\tilde{F}}_{J}^{\dagger}(t), \hat{V}_{S, J}\right]+\text { h.c. } \\
& \hat{F}_{J}(t)=\frac{1}{\hbar^{2}} \int_{0}^{t} d \tau C_{J}(\tau) \hat{V}_{S, J}^{\dagger}(\tau)  \tag{4.23}\\
& \hat{\tilde{F}}_{J}(t)=\frac{1}{\hbar^{2}} \int_{0}^{t} d \tau \widetilde{C}_{J}(\tau) \hat{V}_{S, J}(\tau)
\end{align*}
$$

where $C_{J}(\tau)$ and $\widetilde{C}_{J}(\tau)$ are bath correlation functions,

$$
\begin{align*}
& C_{J}(\tau)=\sum_{K}\left|u_{k, J}\right|^{2} e^{-\frac{i}{\hbar} \epsilon_{k, J} \tau}\left[1-f_{J}\left(\epsilon_{k, J}\right)\right]  \tag{4.24}\\
& \widetilde{C}_{J}(\tau)=\sum_{K}\left|u_{k, J}\right|^{2} e^{\frac{i}{\hbar} \epsilon_{k, J} \tau}\left[f_{J}\left(\epsilon_{k, J}\right)\right] .
\end{align*}
$$

Since $\hat{H}_{S}$ commutes with the number operator, $\hat{N}_{S}=\sum_{m=1}^{M}=a_{m}^{\dagger} a_{m}$, its eigenstates $\{|n\rangle\}$ are associated with well defined occupations of the single particle states,

$$
\begin{equation*}
\hat{H}_{S}|n\rangle=\epsilon_{n}|n\rangle ;|n\rangle=\prod_{m=1}^{M}\left|n_{m}\right\rangle ; \epsilon_{n}=\sum_{m=1}^{M} \epsilon_{m} n_{m} \tag{4.25}
\end{equation*}
$$

where $\left|n_{m}\right\rangle$ denotes the occupation of the $m$ state, with $n_{m}=0$ or 1 .

Each diagonal matrix element of the reduced conductor density $\left[\hat{\rho}_{S}(t)\right]_{n, n^{\prime}}$, represents the probability of electronic occupation at the state denoted as $|n\rangle$, where off-diagonal matrix elements represent coherences between different occupation states [69].

Finally we apply the "secular approximation" (neglecting the off-diagonal elements, i.e. ignoring the effect of the coherences on the population transfer) where the reduced density is restricted to a diagonal form (see additional discussion in section 6.1),

$$
\begin{align*}
& \frac{d}{d t}\left[\hat{\rho}_{S}(t)\right]_{n, n}=\sum_{J=L, R} \sum_{l \neq n}\left[k_{l, n}^{(J)}(t)+\tilde{k}_{l, n}^{(J)}(t)\right]\left[\hat{\rho}_{S}(t)\right]_{l, l}-\left[k_{n, l}^{(J)}(t)+\tilde{k}_{n, l}^{(J)}(t)\right]\left[\hat{\rho}_{S}(t)\right]_{n, n} \\
& k_{n, l}^{(J)}(t) \equiv 2 \operatorname{Re}\left(\left[\hat{V}_{S, J}\right]_{n, l}\left[\hat{F}_{J}(t)\right]_{l, n}\right)  \tag{4.26}\\
& \tilde{k}_{n, l}^{(J)}(t) \equiv 2 \operatorname{Re}\left(\left[\hat{V}_{S, J}^{\dagger}\right]_{n, l}\left[\hat{\tilde{F}}_{J}(t)\right]_{l, n}\right) .
\end{align*}
$$

Let us now consider the change in the charge on the conductor, $\frac{d Q_{S}}{d t}=2 e t r_{S}\left[\hat{N}_{S} \frac{d}{d t} \hat{\rho}_{S}(t)\right]$. Since the number operator, $\hat{N}_{S}$, is diagonal in the system Hamiltonian eigenstates representation,

$$
\begin{equation*}
\hat{N}_{S}|n\rangle=n|n\rangle ; n=\sum_{m=1}^{S} n_{m} ; N_{S}(t)=\operatorname{tr}\left[\hat{N}_{S} \hat{\rho}(t)\right] \tag{4.27}
\end{equation*}
$$

one has,

$$
\begin{equation*}
\frac{d Q_{S}}{d t}=2 e \sum_{n}\left[n \frac{d}{d t} \hat{\rho}_{S}(t)\right]_{n, n} \tag{4.28}
\end{equation*}
$$

Using eq. 4.23 for the change of electronic populations we obtain the following continuity equation for the flow of charge from the electrodes into the DQD cluster,

$$
\begin{equation*}
\frac{d Q_{S}}{d t}=I_{R}(t)+I_{L}(t) \tag{4.29}
\end{equation*}
$$

where the transient current from the $J^{t h}$ electrode into the system is identified as,

$$
\begin{equation*}
I_{J}(t)=2 e \sum_{n} n \cdot \sum_{l \neq n}\left[k_{l, n}^{(J)}(t)+\tilde{k}_{l, n}^{(J)}(t)\right]\left[\hat{\rho}_{s}(t)\right]_{l, l}-\left[k_{n, l}^{(J)}(t)+\tilde{k}_{n, l}^{(J)}(t)\right]\left[\hat{\rho}_{s}(t)\right]_{n, n} \tag{4.30}
\end{equation*}
$$

The steady state is associated with the infinite time limit in which $\frac{d Q_{s}}{d t}=0$, or,

$$
\begin{equation*}
I_{L \rightarrow R}=I_{L}(\infty)=-I_{R}(\infty) \tag{4.31}
\end{equation*}
$$

and an explicit expression for the steady-state current can be obtained,

$$
\begin{equation*}
I_{L \rightarrow R}=2 e \sum_{n} n \cdot \sum_{l \neq n} \underbrace{\left[k_{l, n}^{(J)}+\tilde{k}_{l, n}^{(J)}(t)\right]\left[\hat{\rho}_{s}(t)\right]_{l, l}-\left[k_{n, l}^{(J)}+\tilde{k}_{n, l}^{(J)}\right]\left[\hat{\rho}_{s}\right]_{n, n}}_{K^{(J)} \hat{\rho}_{S}} \tag{4.32}
\end{equation*}
$$

where the state-to-state rate constants are defined as,

$$
\begin{align*}
& k_{n, l}^{(J)}=\left|\left[\hat{V}_{S, J}\right]_{n, l}\right|^{2} \frac{\Gamma_{n, l}^{J, h}}{\hbar}  \tag{4.33}\\
& \tilde{k}_{n, l}^{(J)}=\left|\left[\hat{V}_{S, J}^{\dagger}\right]_{n, l}\right|^{2} \frac{\Gamma_{n, l}^{J, e}}{\hbar} \\
& \Gamma_{n, l}^{J, h}=2 \pi \sum_{k}\left|u_{k, J}\right|^{2}\left[1-f_{J}\left(\epsilon_{k, J}\right)\right] \delta\left(\epsilon_{k, J}-\left(\epsilon_{n}-\epsilon_{l}\right)\right)  \tag{4.34}\\
& \Gamma_{n, e}^{J, h}=2 \pi \sum_{k}\left|u_{k, J}\right|^{2}\left[f_{J}\left(\epsilon_{k, J}\right)\right] \delta\left(\epsilon_{k, J}-\left(\epsilon_{l}-\epsilon_{n}\right)\right) .
\end{align*}
$$

We define $J_{J}(\epsilon)$, the continuous spectral density function,

$$
\begin{equation*}
J_{J}(\epsilon)=2 \pi\left|u_{J}(\epsilon)\right|^{2} \rho_{J}(\epsilon) \tag{4.35}
\end{equation*}
$$

for which $u_{J}\left(\epsilon_{k, J}\right)=u_{k, J}$, and $\rho_{J}(\epsilon)=\frac{d k_{J}}{d \epsilon_{k, J}}=\sum_{k} \delta\left(\epsilon-\epsilon_{k, J}\right)$. Hence,

$$
\begin{align*}
& \Gamma_{n, l}^{J, h}=\left[1-f_{J}\left(\epsilon_{n}-\epsilon_{l}\right)\right] J_{J}\left(\epsilon_{n}-\epsilon_{l}\right)  \tag{4.36}\\
& \Gamma_{n, e}^{J, h}=\left[f_{J}\left(\epsilon_{l}-\epsilon_{n}\right)\right] J_{J}\left(\epsilon_{l}-\epsilon_{n}\right) .
\end{align*}
$$

In this context, it is instructive to write a representative expression for the rate matrix $K^{(J)}$ (eq. 4.32). For the case of the DQD cluster, the rate matrix takes the following 4 by 4 matrix form,

$$
K^{(J)}=\left[\begin{array}{cccc}
-\sum_{1}^{4} K_{n, 1}^{(J)} & K_{1,2}^{(J)} & K_{1,3}^{(J)} & K_{1,4}^{(J)}  \tag{4.37}\\
K_{2,1}^{(J)} & -\sum_{1}^{4} K_{n, 2}^{(J)} & K_{2,3}^{(J)} & K_{2,4}^{(J)} \\
K_{3,1}^{(J)} & K_{3,2}^{(J)} & -\sum_{1}^{4} K_{n, 3}^{(J)} & K_{3,4}^{(J)} \\
K_{4,1}^{(J)} & K_{4,2}^{(J)} & K_{4,3}^{(J)} & -\sum_{1}^{4} K_{n, 4}^{(J)}
\end{array}\right] .
$$

Note that $\left[\hat{V}_{S, J}\right]_{n, l}$ vanishes identically, unless the state $|n\rangle$ has exactly one extra electron with respect to the state $|l\rangle$. Similarly, $\left[\hat{V}_{S, J}^{\dagger}\right]_{n, l}$ vanishes identically, unless the state $\left.n\right\rangle$ has exactly one less electron than the state $l\rangle$. Therefore, $k_{n, l}^{(L)}$ and $\tilde{k}_{n, l}^{(L)}$ correspond to processes of single electron hopping from the DQD cluster to the (left) electrode and from the electrode to the cluster, respectively.

The electrodes in our model are modeled as semi-infinite linear chains [69]. Restricting the coupling between the electrode and the DQD subspace to a specific site, $\left|\chi_{j}^{(S)}\right\rangle$, $\hat{S} \hat{H} \hat{J}=\xi_{J}\left|\chi_{1}^{(S)}\right\rangle\left\langle\phi_{1}^{(J)}\right|$, the electrode-DQD coupling parameters take the form,

$$
\begin{align*}
& \nu_{m, J}=\left\langle\epsilon_{m} \mid \chi_{1}^{(S)}\right\rangle \\
& u_{k, J}=\xi_{J}\left\langle\psi_{1}^{(J)} \mid \epsilon_{k, J}\right\rangle . \tag{4.38}
\end{align*}
$$

Using an explicit form of the single particle electrode's eigenstates, the following is obtained,

$$
\begin{equation*}
u_{J}\left(\epsilon_{k, J}\right)=u_{k, J}=\xi_{J} \sqrt{\frac{2}{N+1}} \sin \left(\frac{k \pi}{N+1}\right) \tag{4.39}
\end{equation*}
$$

and by using $\epsilon=\mu_{J}-2\left|\beta_{J}\right| \cos \left[\frac{k \pi}{N+1}\right]$ (as derived for semi-infinite linear chains) for the corresponding single particle energy inside the band, $\rho_{J}(\epsilon)=\frac{d k}{d \epsilon}=\frac{N+1}{\pi} \frac{1}{\sqrt{\left.4\left|\beta_{J}\right|^{2}-\left(\epsilon-\mu_{J}\right)^{2}\right)}}$, and $\left|u_{J}(\epsilon)\right|^{2}=\frac{\xi_{J}^{2}}{2 \beta_{J}^{2}(N+1)}\left[4 \beta_{J}^{2}-\left(\epsilon-\mu_{J}\right)^{2}\right]$, the final explicit form of the electrode's spectral density (eq. 4.35 and 4.36 ) in the band reads,

$$
\begin{equation*}
J_{J}(\epsilon)=2 \pi\left|u_{J}(\epsilon)\right|^{2} \rho_{J}(\epsilon)=\frac{\xi_{J}^{2}}{\beta_{J}^{2}} \sqrt{4 \beta_{J}^{2}-\left(\epsilon-\mu_{J}\right)^{2}} . \tag{4.40}
\end{equation*}
$$

## Chapter 5

## Double Quantum Dot Model

Considering the case of two (real) spatial orbital without spin, $i, j, k, l \in\{1,2\},\left\{\phi_{1}, \phi_{2}\right\} \in$ $\mathbf{R}$, representing the Double Quantum Dot (DQD) cluster, the general case (eq. 4.15) reduces to (see Appendix A for the full derivation including Spin),

$$
\begin{equation*}
\hat{H}=E_{1} d_{1}^{\dagger} d_{1}+E_{2} d_{2}^{\dagger} d_{2}+t_{12} d_{1}^{\dagger} d_{2}+t_{21} d_{2}^{\dagger} d_{1}+\left(U_{12}-U_{e x}\right) d_{1}^{\dagger} d_{1} d_{2}^{\dagger} d_{2} \tag{5.1}
\end{equation*}
$$

where $E_{1}$ and $E_{2}$ are the on-site energies of the left and right dots respectively, $t$ is the hopping terms between the dots, and $U_{12}, U_{e x}$ are the Coulomb and exchange interactions respectively. Our model consists of two Gaussian orbitals centered at $\mathbf{R}_{a}$ and $\mathbf{R}_{b}$ (in three dimensions),

$$
\begin{align*}
& \chi_{a}(\mathbf{r})=\left(\frac{\alpha}{\pi}\right)^{3 / 4} e^{-\frac{\alpha}{2}\left(\mathbf{r}-\mathbf{R}_{a}\right)^{2}} \\
& \chi_{b}(\mathbf{r})=\left(\frac{\alpha}{\pi}\right)^{3 / 4} e^{-\frac{\alpha}{2}\left(\mathbf{r}-\mathbf{R}_{b}\right)^{2}} \tag{5.2}
\end{align*}
$$

hence the DQD Hamiltonian in 5.1 is expressed in a localized sites representation. The "effective width" of each dot can be associated with the standard deviation $\sigma$ parameter, where $\alpha=\frac{1}{2 \sigma^{2}}$, and the corresponding overlap integral of the two Gaussian orbitals is,

$$
\begin{align*}
& S= \int d \mathbf{r} \chi_{a}(\mathbf{r}) \chi_{b} a(\mathbf{r})=\int d \mathbf{r}\left(\frac{\alpha}{\pi}\right)^{3 / 4} e^{-\frac{\alpha}{2}\left(\mathbf{r}-\mathbf{R}_{a}\right)^{2}}\left(\frac{\alpha}{\pi}\right)^{3 / 4} e^{-\frac{\alpha}{2}\left(\mathbf{r}-\mathbf{R}_{b}\right)^{2}}  \tag{5.3}\\
&=\int d \mathbf{r}\left(\frac{\alpha}{\pi}\right)^{3 / 2} e^{-\frac{\alpha}{4}\left(\mathbf{R}_{a}-\mathbf{R}_{b}\right)^{2}} e^{-\frac{\alpha}{2}\left(\mathbf{r}-\left[\mathbf{R}_{a}+\mathbf{R}_{b}\right] / 2\right)^{2}}=e^{-\frac{\alpha}{4}\left(\mathbf{R}_{a}-\mathbf{R}_{b}\right)^{2}} .
\end{align*}
$$

Without considering the details of the single particle Hamiltonian $\hat{h}$, we associate two of its eigenstates $i \in\{1,2\}$ with orthonormal super positions of the two localized Gaussians
orbitals,

$$
\begin{align*}
\phi_{1}(\mathbf{r}) & =c_{A 1} \chi_{a}(\mathbf{r})+c_{B 1} \chi_{b}(\mathbf{r})  \tag{5.4}\\
\phi_{2}(\mathbf{r}) & =c_{A 2} \chi_{a}(\mathbf{r})+c_{B 2} \chi_{b}(\mathbf{r})
\end{align*}
$$

or in second quantization,

$$
\begin{align*}
& \hat{a}_{1}=c_{A 1} \hat{d}_{1}+c_{B 1} \hat{d}_{2} \\
& \hat{a}_{2}=c_{A 2} \hat{d}_{1}+c_{B 2} \hat{d}_{2} \tag{5.5}
\end{align*}
$$

Upon normalization of $\phi_{1}$ and $\phi_{1}$, the coefficients take the following form,

$$
\begin{align*}
& c_{A 1}=\frac{a_{1}}{\sqrt{a_{1}^{2}+b_{1}^{2}+2 S a_{1} b_{1}}} ; c_{B 1}=\frac{b_{1}}{\sqrt{a_{1}^{2}+b_{1}^{2}+2 S a_{1} b_{1}}} \\
& c_{A 2}=\frac{a_{2}}{\sqrt{a_{1}^{2}+b_{1}^{2}+2 S a_{1} b_{1}}} ; c_{B 2}=\frac{b_{2}}{\sqrt{a_{1}^{2}+b_{1}^{2}+2 S a_{1} b_{1}}} \tag{5.6}
\end{align*}
$$

where orthogonally implies that,

$$
\begin{equation*}
\frac{b_{2}}{a_{2}}=\frac{1+S \frac{b_{1}}{a_{1}}}{\frac{b 1}{a 1}+S} \tag{5.7}
\end{equation*}
$$

The expansion coefficients $\left(a_{1}, a_{2}, b_{1}, b_{2}\right)$ and the single particle eigenvalues, $\epsilon_{1}$ and $\epsilon_{2}$, are uniquely defined by solving the generalized eigenvalue problem $[72],[\mathbf{H}-\epsilon \mathbf{S}] \mathbf{C}=\mathbf{0}$, where $\mathbf{H}$ is the single particle Hamiltonian matrix,

$$
\mathbf{H}=\left(\begin{array}{cc}
E_{1} & t(q) \\
t(q) & E_{2}
\end{array}\right)
$$

$\mathbf{S}$ is the overlap matrix,

$$
\mathbf{S}=\left(\begin{array}{cc}
1 & S(q) \\
S(q) & 1
\end{array}\right)
$$

and $\mathbf{C}$ is the expansion coefficients matrix,

$$
\mathbf{C}=\left(\begin{array}{ll}
c_{A 1} & c_{A 2} \\
c_{B 1} & c_{B 2}
\end{array}\right)
$$

Notice that since $\mathbf{H}$ and $\mathbf{S}$ (or the single particle states $\phi_{1}(\mathbf{r})$ and $\phi_{2}(\mathbf{r})$ ) depend on the inter-dot distance, so do the single particle energies $\epsilon_{1}$ and $\epsilon_{2}$ as well as the expansion coefficients.

The orthonormal DQD orbitals (eq. 5.4) define an electronic Fock space, and the projection of the DQD Hamiltonian onto this space reads,

$$
\begin{equation*}
\hat{H}=\epsilon_{1}(q) a_{1}^{\dagger} a_{1}+\epsilon_{2}(q) a_{2}^{\dagger} a_{2}+\left(U_{12}-U_{e x}\right) a_{1}^{\dagger} a_{1} a_{2}^{\dagger} a_{2} \tag{5.8}
\end{equation*}
$$

where the single particle energies terms (eq. 4.16) are,

$$
\begin{align*}
\epsilon_{1} & =\int d \mathbf{r} \phi_{1}^{*}(\mathbf{r})\left[-\frac{\hbar^{2}}{2 m_{e}} \nabla_{\mathbf{r}}^{2}+V(\mathbf{r})\right] \phi_{1}(\mathbf{r}) \\
\epsilon_{2} & =\int d \mathbf{r} \phi_{2}^{*}(\mathbf{r})\left[-\frac{\hbar^{2}}{2 m_{e}} \nabla_{\mathbf{r}}^{2}+V(\mathbf{r})\right] \phi_{2}(\mathbf{r}), \tag{5.9}
\end{align*}
$$

the Coulomb and exchange interactions energy terms (eq. 4.16) are,

$$
\begin{align*}
U_{12} & =\int d \mathbf{r}_{1} \int d \mathbf{r}_{2} \phi_{1}^{*}\left(\mathbf{r}_{1}\right) \phi_{2}^{*}\left(\mathbf{r}_{2}\right) \frac{K e^{2}}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} \phi_{1}\left(\mathbf{r}_{1}\right) \phi_{2}\left(\mathbf{r}_{2}\right) \\
U_{e x} & =\int d \mathbf{r}_{1} \int d \mathbf{r}_{2} \phi_{1}^{*}\left(\mathbf{r}_{1}\right) \phi_{2}^{*}\left(\mathbf{r}_{2}\right) \frac{K e^{2}}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} \phi_{2}\left(\mathbf{r}_{1}\right) \phi_{1}\left(\mathbf{r}_{2}\right) . \tag{5.10}
\end{align*}
$$

and the hopping term, $t$, equals zero. Pay attention that the Hamiltonian is represented in the eigenstates representation as opposed to the initial localized sites representation in eq 5.1.

Denoting the inter dot distance as $q=\left|\mathbf{R}_{a}-\mathbf{R}_{b}\right|$, we can obtain explicit expressions for the Coulomb integrals (eq. 5.10) as a function of $q$. (see Appendix B for the full derivation of all Coulomb integrals including spin)

$$
\begin{align*}
& U_{12}(q)=\langle 1,2 \mid 1,2\rangle= \\
& \frac{K e^{2}}{\left(a_{1}^{2}+b_{1}^{2}+2 S a_{1} b_{1}\right)\left(a_{2}^{2}+b_{2}^{2}+2 S a_{2} b_{2}\right)} \cdot\left[\sqrt{\frac{2 \alpha}{\pi}}\left(a_{1}^{2} a_{2}^{2}+b_{1}^{2} b_{2}^{2}+4 a_{1} a_{2} b_{1} b_{2} e^{-\frac{\alpha}{2} q^{2}}\right)\right.  \tag{5.11}\\
& +\frac{\operatorname{erf}\left[\sqrt{\frac{\alpha}{2}} q\right]}{q}\left(a_{1}^{2} b_{2}^{2}+b_{1}^{2} a_{2}^{2}\right)+e^{-\frac{\alpha}{4} q^{2}} \frac{\operatorname{erf}\left[\sqrt{\frac{\alpha}{2}} q / 2\right]}{|q / 2|} \\
& \left.\cdot\left[a_{1}^{2}\left(a_{2} b_{2}+b_{2} a_{2}\right)+b_{1}^{2}\left(a_{2} b_{2}+b_{2} a_{2}\right)+a_{2}^{2}\left(a_{1} b_{1}+b_{1} a_{1}\right)+b_{2}^{2}\left(a_{1} b_{1}+b_{1} a_{1}\right)\right]\right]
\end{align*}
$$

$$
\begin{align*}
& U_{e x}(q)=\langle 1,2 \mid 2,1\rangle= \\
& \frac{K e^{2}}{\left(a_{1}^{2}+b_{1}^{2}+2 S a_{1} b_{1}\right)\left(a_{2}^{2}+b_{2}^{2}+2 S a_{2} b_{2}\right)} \cdot\left[\sqrt{\frac{2 \alpha}{\pi}}\left(a_{1}^{2} a_{2}^{2}+b_{1}^{2} b_{2}^{2}+\left(a_{1} b_{2}+a_{2} b_{1}\right) e^{-\frac{\alpha}{2} q^{2}}\right)\right.  \tag{5.12}\\
& \left.+\frac{\operatorname{erf}\left[\sqrt{\frac{\alpha}{2}} q\right]}{q} 2\left(a_{1} a_{2} b_{1} b_{2}\right)+e^{-\frac{\alpha}{4} q^{2}} \frac{e r f\left[\sqrt{\frac{\alpha}{2}} q / 2\right]}{|q / 2|}\left[2\left(a_{1} a_{2}+b_{1} b_{2}\right)\left(a_{1} b_{2}+b_{1} a_{2}\right)\right]\right] .
\end{align*}
$$

Each of the 2 dots, represented by the single localized spin orbital, is modeled under the following assumptions: (i) Degeneracies of the neutral quantum dot orbitals are removed upon charging by an extra electron [73, 74], (ii) multiple charging of each dot is excluded due to intra-dot Coulomb interaction, (iii) spin is conserved during transport and a single spin model is sufficient. (iv) electronic interactions during double occupancy of each sub-system structure are fully accounted for, and (v) detailed structure of the electronic envelope functions, as well as the rapid oscillations associated with the semiconductor periodicity [75, 76], are disregarded but can be readily included for CQDs of specific shape and chemical compositions.

The DQD cluster is used in an STM tip-DQD-substrate architecture (Article 6.1, Figure $1)$ where the tip $(\mathrm{T})$ and substrate $(\mathrm{S})$ serve as the electrodes. The left dot is coupled to the tip and the surface while the right dot is coupled only to the surface. The STM setup is solve using the QME theorem presented in chapter 4. Pay attention to the unique connectivity in which the surface is shared by the two dots (unless stated otherwise explicitly).

## Chapter 6

## Results

Presented below are the following papers:
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#### Abstract

Colloidal quantum dots (CQDs) are free-standing nanostructures with chemically tunable electronic properties. This combination of properties offers intriguing new possibilities for nanoelectromechanical devices that were not explored yet. In this work, we consider a new scanning tunneling microscopy setup for measuring ligand-mediated effective interdot forces and for inducing motion of individual CQDs within an array. Theoretical analysis of a double quantum dot structure within this setup reveals for the first time voltage-induced interdot recoil and dissociation with pronounced changes in the current. Considering realistic microscopic parameters, our approach enables correlating the onset of mechanical motion under bias voltage with the effective ligand-mediated binding forces. 


KEYWORDS: Colloidal quantum dots, double quantum dots, electromechanical response, charge transport, scanning tunneling microscopy

During past years, interest in colloidal quantum dots (CQDs) ${ }^{1,2}$ has increased dramatically, as they offer new propositions to a variety of applications such as electronic and light emitting devices, ${ }_{8}^{3,4}$ photovoltaic cells, ${ }^{5-7}$ and biological labeling. ${ }^{8,9}$ Unlike rigid structures made by lithography techniques, ${ }^{10,11}$ CQDs offer an intriguing possibility of inducing mechanical motion of the dots themselves on the nanoscale. This possibility was not yet explored because the mechanical forces between CQDs and between CQDs to surfaces are not easy to characterize, owing to the organic ligand capping that controls the interdot interactions. Yet, the ability to manipulate the ligands using "wet chemistry" techniques ${ }^{1}$ suggests new possibilities for electromechanical devices that exploit the unique properties of capped CQDs.

Recent studies suggest that charge transport in granular materials, two-dimensional arrays, and three-dimensional assemblies ${ }^{12}$ depends on the single CQDs properties as well as on their chemical, electronic, or magnetic coupling. ${ }^{13}$ Hardly anything is known about the mechanical coupling between CQDs. Ligands should play a key role in this context, but only a few studies account for their structure at the atomistic level, ${ }^{14-16}$ and their effect on the mechanical forces between dots was not yet considered.

In this work, we propose a new setup for inducing mechanical motion of CQDs and for characterizing the effective forces that control their mechanical response. The motion is induced and simultaneously evaluated by applying bias voltage and measuring the currents through coupled CQDs in a scanning tunneling microscopy (STM) tip-dot-substrate architecture. Charge transport through a single quantum dot
has already been characterized using scanning tunneling spectroscopy, revealing the discrete electronic levels structure ${ }^{17-19}$ and electron-phonon coupling. ${ }^{20}$ Transport measurements through large quantum dots arrays ${ }^{21-25}$ revealed the importance of interdot interactions and order/disorder on the transport properties of such arrays. The intermediate regime of several interacting CQDs in which specific interdot interactions could be manifested in transport measurements was studied much less.

As a prototype system, we consider double quantum dot (DQD) $)^{26-28}$ structures in an STM tip-DQD-substrate architecture (see Figure 1). The model introduced below accounts explicitly for the dependence of electronic tunneling matrix elements and electronic correlation terms (Coulomb and exchange) on the distance between the dots and therefore elucidates the relation between electronic transport and mechanical motion within the DQD for parameters chosen in consistency with typical dimensions of CQDs structures. Using a mixed quantum-classical approach to the coupled electromechanical dynamics, we demonstrate correlation between the measured current and the mechanical motion, which enables to estimate the effective ligand-mediated force between the dots. For a given force, the applied voltage controls the mechanical response, which varies from voltage-induced recoil to DQD dissociation.

[^0]

Figure 1. An STM tip-DQD-surface setup for inducing interdot motion and for measuring the interdot forces controlled by the organic ligands. The tip is coupled to one (immobile) dot that is coupled to a second (mobile) dot on the surface.

The model for the DQD assumes the following: Single electron charging of each dot is represented by occupation in a single spin orbital, localized on the dot, $\chi_{\mathrm{A}}(r)=\left(2 \sigma^{2} \pi\right)^{-3 / 4} e^{-(r-}$ $\left.\boldsymbol{R}_{\mathrm{A}}\right)^{2 /\left(4 \sigma^{2}\right)}$ and $\chi_{\mathrm{B}}(\boldsymbol{r})=\left(2 \sigma^{2} \pi\right)^{-3 / 4} e^{-\left(r-R_{\mathrm{B}}\right)^{2} /\left(4 \sigma^{2}\right)}$, where $\boldsymbol{R}_{\mathrm{A}}$ and $\boldsymbol{R}_{\mathrm{B}}$ are the center of mass coordinates of the dots and $r$ is the electronic coordinate. Hence, (i) degeneracies of the neutral quantum dot orbitals are removed upon charging by an extra electron; ${ }^{29,30}$ (ii) multiple charging of each dot is excluded due to intradot Coulomb interaction; (iii) spin is conserved during transport and a single spin model is sufficient; and (iv)
electronic interactions during double occupancy of the DQD structure are fully accounted for.

The detailed structure of the electronic envelope function, as well as the rapid oscillations associated with the semiconductor periodicity, ${ }^{31,32}$ are disregarded but can be readily included for CQDs of specific shape and chemical compositions. The dots' dimensions are captured in $\sigma$, the standard deviation of the respective probability distributions, $\mid \chi_{\mathrm{A} / \mathrm{B}}\left(\left.r\right|^{2}\right)$. Setting, $\boldsymbol{R}_{\mathrm{A}} \equiv$ $(0,0, q / 2)$, and $R_{B} \equiv(0,0,-q / 2)$, the interdot distance, $\left|R_{A}-R_{B}\right|$ $=q$, defines the overlap between these two localized orbitals, $S(q)=\int \mathrm{d} r \chi_{\mathrm{A}}(r) \chi_{\mathrm{B}}(r)=e^{-q^{2} /\left(8 \sigma^{2}\right)}$, and the effective single electron Hamiltonian matrix in the basis of, $\chi_{\mathrm{A} / \mathrm{B}}(r)$, is assumed to be of a generic form,

$$
H(q)=\left(\begin{array}{cc}
E_{\mathrm{A}} & t_{0} e^{-\gamma\left(q-q_{0}\right)}  \tag{1}\\
t_{0} e^{-\gamma\left(q-q_{0}\right)} & E_{\mathrm{B}}
\end{array}\right) ; \quad S(q)=\left(\begin{array}{cc}
1 & S(q) \\
S(q) & 1
\end{array}\right)
$$

Therefore, $E_{\mathrm{A}}, E_{\mathrm{B}}$, are considered as the LUMO energies of the two separated dots at $q \rightarrow \infty$. (The choice $E_{\mathrm{A}} \neq E_{\mathrm{B}}$ accounts for differences between the dots owing to composition, size, shape, local external fields, etc.). The electronic coupling set by nanoparticle boundaries and the surrounding ligands ${ }^{1,33}$ is assigned a typical exponential decay form.
The mechanical forces binding the two dots are attributed to interligand and ligand-surface interactions. While the details of the interaction may strongly depend on these specificities, the mechanical contribution to the interdot interaction potential should reflect a universal short-range repulsion and a weak long-term attraction between the ligands. We therefore invoke a generic Morse potential, $V(q)=D\left(e^{-2 \alpha\left(q-q_{0}\right)}-2 e^{-\alpha\left(q-q_{0}\right)}+1\right)$, where $D$ and $\alpha$ are respectively the interdot binding energy and


Figure 2. Left: The dependence of the DQD single particle energies $\left(\varepsilon_{1}(q), \varepsilon_{2}(q)\right)$ and of the two particle repulsion, $U(q)$, on the interdot distance, $q$. The equilibrium interdot distance is $q_{0}=5 \sigma$, which corresponds to an overlap integral, $S\left(q_{0}\right)=0.044$. The Hamiltonian parameters were set to $E_{\mathrm{A}}$ $=E_{\mathrm{B}}=0.25 \mathrm{eV}, t_{0}=-0.01 \mathrm{eV}$, and $\gamma=0.4 \mathrm{~nm}^{-1}$, which correspond to an energy splitting, $\varepsilon_{1}\left(q_{0}\right)-\varepsilon_{2}\left(q_{0}\right)=2\left(S E_{\mathrm{A}}-t_{0}\right) /\left(1-S^{2}\right) \sim 0.042 \mathrm{eV}$, between the two DQD orbitals at the equilibrium geometry. Right: Three different interdot binding potentials with $V\left(q_{0}\right)=0$ and $V\left(q_{0}-2 \sigma\right)=1$ eV . The different binding interactions are associated with $V\left(q_{0}+2 \sigma\right)=0.0025,0.025,0.25 \mathrm{eV}$, as indicated on the plot. Bottom: Illustrative plots for the ligands-mediated electronic and mechanical interactions.


Figure 3. Changes of the interdot distance ( $\Delta q$, blue) and the steady-state current ( $\Delta I$, green) in nonrigid DQDs with respect to their values in rigid DQDs , as functions of the applied bias voltage. $\Delta q$ values larger than 1.5 nm (corresponding to DQD dissociation) are not included in the plot. The top and bottom rows correspond to strong and weak ligands-mediated interdot binding potential $\left(V\left(q_{0}+2 \sigma\right)=0.25,0.0025 \mathrm{eV}\right.$, respectively). In each case, three DQDs of different asymmetry are considered. In the left column, the tip is positioned above the smaller of two dots, in the middle column, the two dots are identical, and in the right column, the tip is positioned above the larger of two dots $\left(E_{\mathrm{A}}-E_{\mathrm{B}}=-0.05,0,0.05 \mathrm{eV}\right.$, for left, middle, and right, respectively). The other model parameters are $\sigma=1 \mathrm{~nm}, q_{0}=5 \sigma,\left(E_{\mathrm{A}}+E_{\mathrm{B}}\right) / 2=0.25 \mathrm{eV}, t_{0}=-0.01 \mathrm{eV}$, and $\gamma=0.4 \mathrm{~nm}^{-1}, \beta_{\mathrm{T}}=\beta_{\mathrm{S}}$ $=5 \mathrm{eV}$, and $\xi_{\mathrm{S}}=\xi_{\mathrm{T}}=0.05 \mathrm{eV}, K_{\mathrm{B}} T=0.001 \mathrm{eV}, \mu_{\mathrm{S}}=0$. Sharp spikes in $\Delta I$ are due to minor displacement of the transport channels thresholds (see Supporting Information).
interaction range parameters, which control the transition from "weak" to "strong" binding potentials (see Figure 2). $q_{0}$ is the equilibrium interdot distance.
Single particle energies as functions of the interdot distance, $\varepsilon_{1}(q), \varepsilon_{2}(q)$, can be calculated using the standard linear variation principle, ${ }^{34} \operatorname{det}[H(q)-\varepsilon(q) S(q)]=0$. The respective orthonormal DQD orbitals, $\varphi_{1}(q, r)=c_{\mathrm{A} 1}(q) \chi_{\mathrm{A}}(r)+$ $c_{\mathrm{B} 1}(q) \chi_{\mathrm{B}}(r)$, and $\varphi_{2}(q, r)=c_{\mathrm{A} 2}(q) \chi_{\mathrm{A}}(r)+c_{\mathrm{B} 2}(q) \chi_{\mathrm{B}}(r)$, define an electronic Fock space, and the projection of the DQD Hamiltonian onto this space reads

$$
\begin{align*}
\hat{H}_{\mathrm{DQD}}= & \varepsilon_{1}(q) a_{1}^{\dagger} a_{1}+\varepsilon_{2}(q) a_{2}^{\dagger} a_{2}+U(q) a_{1}^{\dagger} a_{1} a_{2}^{\dagger} a_{2}+\frac{p^{2}}{2 \mu} \\
& +V(q) \tag{2}
\end{align*}
$$

$a_{m}^{\dagger}$ is the creation operator for an electron in the $m$ th orbital, $\mu$ is the reduced mass of the two dots, and $p$ is the momentum associated with the interdot motion. Electronic coupling to this motion is inherent via the explicit dependence of the single electron energies and the electronic interaction term on $q$ (see Figure 2 and Supporting Information). Notice that the DQD orbitals are superpositions of the localized functions that provide a convenient basis for interpretation (see below). The DQD is coupled to the STM tip ( $T$ ) and to the surface $(S)$, both regarded as reservoirs of noninteracting electrons, ${ }^{35} \hat{H}_{\text {leads }}$ $=\sum_{K=T, S} \sum_{k \in K} \varepsilon_{k, K} b_{k, K}^{\dagger} b_{k, K}$, where $b_{k, K}^{\dagger}$ is the creation operators for an electron in the $k$ th state of the Kth reservoir. The coupling corresponds to electron hopping between the localized orbitals $\left(\chi_{\mathrm{A} / \mathrm{B}}(r)\right)$ and the lead states, $\hat{H}_{\mathrm{DQD}-\text { leads }}=$ $\sum_{n=1,2} \quad \sum_{k=T, S} \quad \sum_{k \in K} u_{k, K} \eta_{n, K} d_{n} b_{k, K}^{\dagger}+$ h.c. The annihilation operator of an electron at the $n$th dot orbital is $d_{n}$, and $\eta_{n, K}$ equals one or zero if the Kth lead is coupled or uncoupled to the $n$th dot, respectively (Figure 1 corresponds to $\eta_{1, T}=\eta_{1, S}=$ $\eta_{2, S}=1, \eta_{2, T}=0$ ). The coupling parameters are associated with a semi elliptic band model with a bandwidth, $4 \beta_{K}$, and a chemical potential, $\mu_{K}$, where the spectral density reads, ${ }^{36} J_{K}(\varepsilon)=$
$2 \pi \sum_{k \in K} \mid u_{k, K}{ }^{2} \delta\left(\varepsilon-\varepsilon_{k, K}\right)=\left(\xi_{K}^{2} / \beta_{K_{K}}{ }^{2}\right)\left[4 \beta_{K}^{2}-\left(\varepsilon-\mu_{K}\right)^{2}\right]^{1 / 2}$. Notice that using the expansion of $\chi_{\mathrm{A} / \mathrm{B}}(r)$ in terms of the DQD orbitals, $\varphi_{1 / 2}(q, \mathrm{r})$, the coupling operator becomes $q$-dependent (see Supporting Information), $d_{n}=\sum_{m} D_{n, m}(q) a_{m}$ The full Hamiltonian finally reads

$$
\begin{equation*}
\hat{H}=\hat{H}_{\mathrm{DQD}}+\hat{H}_{\text {leads }}+\hat{H}_{\mathrm{DQD}-\text { leads }} \tag{3}
\end{equation*}
$$

Considering typical quantum dot masses $\left(10^{5}-10^{6} \mathrm{amu}\right)$ and the relevant values for the ligand-mediated interdot binding force constants (see below), the mechanical motion within the DQD can be treated classically, where $q$ and $p$ are the classical position and momentum, that is, $\dot{p}=-\langle\mathrm{d} \hat{H} / \mathrm{d} q\rangle ; \dot{q}=\langle\mathrm{d} \hat{H} / \mathrm{d} p\rangle$, and $\langle\cdots\rangle$ implies tracing over the electronic system density. ${ }^{37,38}$ For typical electronic tunneling barriers between the DQD and the STM tip and between the DQD and the surface, the dynamics of the DQD density can be approximated in the weak DQD-lead coupling limit, using the density matrix approach. ${ }^{36,39}$ The reduced DQD density is represented in the basis of $\hat{H}_{\text {DQD }}$ eigenstates. Since $\hat{H}_{D Q D}$ commutes with the electronic number operator, each eigenstate is associated with occupation numbers of the DQD orbitals, $m, n \in 0,1$, where, $\hat{H}_{\mathrm{DQD}}(p, q)|m n\rangle=E_{m n}(p, q)|m n\rangle$, and the respective orbitals and orbital energies depend on the classical variables. The leads are assumed to maintain a quasi-equilibrium density, while the DQD system evolves according to the reduced Liouville equation to second order in the coupling to the leads. Notice that coherences between the DQD eigenstates should be insignificant at steady state in view of the relative eigenvalues separation and in view of the electronic interactions, ${ }^{28}$ which is a source of decoherence when $U(q)$ exceeds the levels broadening by the DQD-leads coupling and the temperature. The effect of coupling to the leads therefore amounts to changes in the DQD eigenstate populations induced by electron hopping events, ${ }^{36} \mathrm{~d} P_{m n}(q, t) / \mathrm{d} t=\sum_{m^{\prime} n^{\prime}}\left[k^{(S)}+\right.$ $\left.k^{(T)}\right]_{m n, m^{\prime} n^{\prime}} P_{m^{\prime} n^{\prime}}(q, t)$. Here $P_{m n}(q, t)$ is the population of the respective eigenstate of the DQD Hamiltonian, and $\left[k^{(K)}\right]_{m n, m^{\prime} n^{\prime}}$


Figure 4. Eigen values of the interacting DQD Hamiltonian (BO potential energy surfaces for the mechanical motion) as functions of the interdot distance, $q$, in steady-state conditions $(p=0)$ for an asymmetric $\mathrm{DQD}\left(E_{\mathrm{A}}-E_{\mathrm{B}}=0.05 \mathrm{eV}\right)$. The left, middle, and right plots correspond to decreasing interdot ligand mediated binding interactions, that is, $V\left(q_{0}+2 \sigma\right)=0.25,0.025,0.0025 \mathrm{eV}$, respectively. Each many-body eigenstate is marked according to the electronic occupation of the two DQD orbitals, " 00 ", " 10 ", " 01 ", " 11 " with the corresponding electronic energies: $0, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{1}$ $+\varepsilon_{2}+U$.


Figure 5. Steady-state populations (between zero and one, see color map) of electronic eigenstates versus the potential bias between the tip and the surface, and the (fixed) interdot distance, $q$. The left, middle, and right columns correspond to three DQDs of different asymmetry. In the left column, the tip is positioned above the smaller of two dot; in the middle column, the two dots are identical; and in the right column, the tip is positioned above the larger of two dots $\left(E_{\mathrm{A}}-E_{\mathrm{B}}=-0.05,0,0.05 \mathrm{eV}\right.$, for left, middle, and right, respectively). The four rows correspond to the different eigenstates of the DQD Hamiltonian " 00 ", " 10 ", " 01 ", " 11 ".
are rates of transitions induced by the Kth lead, ${ }^{40}\left[k^{(K)}\right]_{m n, m^{\prime} n^{\prime}}=$ $\left(1-\delta_{m n, m^{\prime} n^{\prime}}\right)\left(\Gamma_{m n, m^{\prime} n^{\prime}}^{(K)}+\Gamma_{m n, m^{\prime} n^{\prime}}^{(K)}\right)-\delta_{m n, m^{\prime} n^{\prime}} \sum_{m n \neq m^{\prime} n^{\prime}}\left(\Gamma_{m n, m^{\prime} n^{\prime}}^{(K) ; h}+\right.$
 $\left.-E_{m n}\right) J_{(K)}\left(E_{m^{\prime} n^{\prime}}-E_{m n}\right)$ and $f_{e}^{(K)}(\varepsilon)=1 /\left(1+\mathrm{e}^{\left(\varepsilon-\mu_{K}\right) /\left(k_{B} T\right)}\right.$, and $f_{h}^{(K)}(\varepsilon)=1-f_{e}^{(K)}(\varepsilon)$ are the Fermi distribution functions. Notice that the transition rate constants depend explicitly on the interdot distance via $D_{l, j}(q)$ and $E_{m n}(p, q)$.

A steady-state response of the system to applied bias voltage between the tip and the substrate is associated with a selfconsistent solution of the coupled electromechanical dynamical equations under the constraint, $\dot{q}=\dot{p}=\dot{P}_{00}(q, t)=\dot{P}_{10}(q, t)=$ $\dot{P}_{01}(q, t)=\dot{P}_{11}(q, t)=0$. These equations define the interdot distance and the current from the tip to the surface, $I_{\mathrm{T} \rightarrow \mathrm{S}}(q)=$ $2 e \lim _{t \rightarrow \infty} \sum_{m n, m^{\prime} n^{\prime}}\left[k_{m n, m^{\prime} n^{\prime}}^{(T)}(q)\right] P_{m^{\prime} n^{\prime}}(q, t) N_{m n}$, where $N_{m n}$ is the electrons number in the $(n m)$ th DQD eigenstate. Notice that in principle there are multiple steady-state solutions. In particular, there is always a solution with $p=0$ and $q \rightarrow \infty$ that corresponds to transport through a single dot. The results
below relate to the steady-state values of $q$, which are nearest to the equilibrium distance, $q_{0}$.

The self-consistent electromechanical response of the DQD to an applied bias voltage is expressed in deviations of both the interdot distance, $\Delta q=q-q_{0}$, and the steady-state current, $\Delta I$ $=I_{\mathrm{T} \rightarrow \mathrm{S}}(q)-I_{\mathrm{T} \rightarrow \mathrm{S}}\left(q_{0}\right)$, from their values for a rigid structure at $q$ $=q_{0}$, as plotted in Figure 3 for different DQDs models (for the corresponding plots of the currents, $I_{\mathrm{T} \rightarrow \mathrm{S}}(q)$, see Supporting Information). For strong interdot binding interaction (top row), the changes in $q$ are minor for any bias, regardless of the DQD symmetry (compare left, middle, and right plots in Figure 3). For weak binding (bottom row), the mechanical response becomes apparent where steps in $\Delta q$ reflect the onset of charge transport channels, ${ }^{41}$ associated with the potential bias, $\mu_{\mathrm{T}}-\mu_{\mathrm{S}}$ $=\varepsilon_{1}(q), \varepsilon_{2}(q), \varepsilon_{1}(q)+U(q), \varepsilon_{2}(q)+U(q)$. The respective changes in the interdot distances depend on the DQD symmetry (compare left, middle and right plots), where in some cases (bottom middle and bottom left plots) dissociation
of the DQD is observed after a certain critical voltage. Notice that the mechanical response is accompanied by apparent variations in the current, $\Delta I$, where a dissociation of the DQD implies that the charge transport is essentially restricted to a single (immobile) dot between the tip and the surface (see scheme in Figure 1).

The response of the different DQDs to a bias can be rationalized using a Born-Oppenheimer (BO) picture. ${ }^{34,42}$ Indeed, neglecting coherences in the steady state (see above), the reduced system density matrix is diagonal in the basis of $\hat{H}_{\text {DQD }}$ eigenstates, and the quantum mechanical trace gives

$$
\begin{align*}
\dot{p} & =-\left\langle\frac{\mathrm{d}}{\mathrm{~d} q} \hat{H}\right\rangle \\
& =-\left[P_{00}(q) E_{00}^{\prime}(q)+P_{10}(q) E_{10}^{\prime}(q)+P_{01}(q) E_{01}^{\prime}(q)+P_{11}(q) E_{11}^{\prime}(q)\right] \tag{4}
\end{align*}
$$

where, $E_{00}(q)=V(q), E_{10}(q)=V(q)+\varepsilon_{1}(q), E_{01}(q)=V(q)+$ $\varepsilon_{2}(q)$, and $E_{11}(q)=V(q)+\varepsilon_{1}(q)+\varepsilon_{2}(q)+U(q)$. The eigenvalues of $\hat{H}_{\mathrm{DQD}}$ for $p=0$ define potential energy curves for the interdot mechanical motion (see an example in Figure 4), from which mechanical forces are derived. The net force is the average of these forces weighted according to the populations of the different many body eigenstates, $P_{m n}(q)$. For strong binding, all four potential curves are attractive. For intermediate binding the potential curve associated with the " 11 " state becomes repulsive (i.e., does not have a minimum for finite $q$ ) and for weak binding both the " 01 " and the " 11 " curves are repulsive. Mechanical recoil between the two dots becomes apparent when the averaged force is repulsive, due to population transfer into the repulsive states. Notice the two different contributions to the repulsion. The " 01 " state (see $\varepsilon_{2}(q)$ in Figure 2) is associated with single electron population in an "anti-bonding" DQD orbital, having a nodal plane between the dots centers, while the " 11 " state (which gets populated at higher bias voltages) is associated with an additional two-body (electrostatic) repulsion (see $U(q)$ in Figure 2)

Considering the different DQD structures, the strong mechanical response observed for weak binding in the cases $E_{\mathrm{A}}<E_{\mathrm{B}}$ (the tip is coupled to the smaller $\operatorname{dot}$ ) and $E_{\mathrm{A}}=E_{\mathrm{B}}$ is indeed correlated with a relatively significant population of the repulsive electronic states (" 01 " and " 11 "), as demonstrated in the middle and left columns of Figure 5. In contrast, for $E_{\mathrm{A}}>E_{\mathrm{B}}$ where the tip is coupled to the larger dot, the mechanical response is insignificant, in accordance with low steady-state populations of the repulsive states. This is attributed to the small probability density of the antibonding orbital at the DQD-tip contact in this setup, which implies that charging the repulsive states from the tip is much slower than discharging them to the surface. We emphasize that the effective couplings of the DQD to the surface and the tip are different for the bonding and antibonding orbitals (see Figure 6 for an analogy with heuristic RC schemes). Our analysis shows that transportinduced recoil and/or dissociation requires that the contact resistance at the tip will not be much larger than the contact resistance at the surface for the antibonding orbital. A more detailed discussion of the dependence of the steady-state populations on particular DQD structure is beyond our scope here and will be given elsewhere.

In conclusion, a new setup is proposed for inducing controlled mechanical motions of CQDs on a surface and for extracting information on the elusive (hard to characterize) ligand-mediated effective interdot forces. The electromechan-


Figure 6. Left: A double-barrier tunneling junction model of the tip-DQD-surface system. Each one of the DQD orbitals ( $n=1,2$ ) has a different effective resistance and capacitance at the contacts to the tip ( $R_{T n} C_{T n}$ ) and to the surface $\left(R_{S n}, C_{S n}\right)$. The effective contact resistance increases as the probability density of the orbital decreases at that contact. When the tip is coupled to the larger dot (top right plot), the probability density of the antibonding orbital $(n=2)$ at the contact to the tip is small (as indicated by the relative sizes of the green circles at the bottom right plot), meaning $R_{S 2} / R_{T 2} \ll 1$. This results in low population of this orbital at steady state.
ical coupling is accounted for by considering explicitly the dependence of the electronic terms on the interdot distance. In particular, the single electron (tunneling) coupling and the many body (Coulomb and exchange) interaction terms are calculated self-consistently with the interdot mechanical response within a mixed quantum-classical reduced density matrix formulation. A Born-Oppenheimer interpretation of the steady-state response formulates the average electromechanical force in terms of specific forces attributed to specific electronic many-body states of the system, weighted by their steady-state populations.

Our model calculations suggest that charge transport can indeed induce mechanical recoil and/or dissociation of DQDs, and the calculations predict that dissociation should be observed when the interdot binding force constant is in the range, $K \equiv\left[\left(\partial^{2} V\right) /\left(\partial q^{2}\right)\right] \mid q_{0} \lesssim 10^{-2} \mathrm{~N} / \mathrm{m}$. Moreover, the dissociation should be reflected in apparent changes in the steady-state current through the DQD. Experimental realization of the proposed setup for inducing and measuring DQD dynamics is currently being examined. Different DQD structures can be formed either by a mutual push of individual QD with an AFM tip toward its neighbor, or by random dispersion on an appropriate substrate. A more elaborate account of the electronic and spatial structure of particular dots and interdot ligand-mediated binding needs to be included in future investigations using the methodology presented in this work in order to compare with specific experiments, to refine our understanding of transport and mechanical response on the nanoscale, and for the design of novel electromechanical devices.
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## Supplementary Material

## A. The dependence of the electronic parameters on the inter-dot distance

We start by associating the eigenstates of the electronic single particle dimer Hamiltonian with orthonormal super positions of local dot orbitals,

$$
\begin{align*}
& \varphi_{1}(\mathbf{r})=c_{A 1} \chi_{A}(\mathbf{r})+c_{B 1} \chi_{B}(\mathbf{r})  \tag{A1}\\
& \varphi_{2}(\mathbf{r})=c_{A 2} \chi_{A}(\mathbf{r})+c_{B 2} \chi_{B}(\mathbf{r})
\end{align*}
$$

$\chi_{A}(\mathbf{r})$ and $\chi_{B}(\mathbf{r})$ are non-orthogonal, normalized, three-dimensional Gaussians, $\chi_{A}(\boldsymbol{r})=\left(\frac{1}{2 \sigma^{2} \pi}\right)^{\frac{3}{4}} e^{\frac{-1}{4 \sigma^{2}}\left(\boldsymbol{r}-\boldsymbol{R}_{A}\right)^{2}}$ and $\quad \chi_{B}(\boldsymbol{r})=\left(\frac{1}{2 \sigma^{2} \pi}\right)^{\frac{3}{4}} e^{\frac{-1}{4 \sigma^{2}}\left(\boldsymbol{r}-\boldsymbol{R}_{B}\right)^{2}}$, with an overlap integral, $S=\int d \mathbf{r} \chi_{A}(\mathbf{r}) \chi_{B}(\mathbf{r})=e^{\frac{-q^{2}}{8 \sigma^{2}}}$, where $q=\left|\boldsymbol{R}_{A}-\boldsymbol{R}_{B}\right|$ is the inter-dot distance. Using the normalization of $\varphi_{1}(\mathbf{r})$ and $\varphi_{2}(\mathbf{r})$, we rewrite,

$$
\begin{align*}
& c_{A 1}=\frac{a_{1}}{\sqrt{a_{1}{ }^{2}+b_{1}{ }^{2}+2 S a_{1} b_{1}}} \quad ; \quad c_{B 1}=\frac{b_{1}}{\sqrt{a_{1}{ }^{2}+b_{1}{ }^{2}+2 S a_{1} b_{1}}} \\
& c_{A 2}=\frac{a_{2}}{\sqrt{a_{2}{ }^{2}+b_{2}{ }^{2}+2 S a_{2} b_{2}}} \quad ; \quad c_{B 2}=\frac{b_{2}}{\sqrt{a_{2}{ }^{2}+b_{2}{ }^{2}+2 S a_{2} b_{2}}} \tag{A2}
\end{align*}
$$

and the orthogonality of $\varphi_{1}(\mathbf{r})$ and $\varphi_{2}(\mathbf{r})$ implies,

$$
\begin{equation*}
\frac{b_{2}}{a_{2}}=-\frac{1+S \frac{b_{1}}{a_{1}}}{\frac{b_{1}}{a_{1}}+S} . \tag{A3}
\end{equation*}
$$

The coefficients ( $a_{1}, a_{2}, b_{1}, b_{2}$ ) and the respective single particle energies (defined as $\varepsilon_{1}, \varepsilon_{2}$ ) are uniquely defined by the generalized eigenvalue problem according to the standard linear variation principle,

$$
\begin{equation*}
[H-\varepsilon S] C=0 \tag{A4}
\end{equation*}
$$

$\boldsymbol{H}$ is the single particle Hamiltonian matrix, $\boldsymbol{S}$ is the overlap matrix as defined in Eq. 1 in the text, and $\boldsymbol{C}$ is the coefficients matrix,

$$
\mathbf{C}=\left[\begin{array}{ll}
c_{A 1} & c_{A 2}  \tag{A5}\\
c_{B 1} & c_{B 2}
\end{array}\right]
$$

Notice that the matrices $\boldsymbol{H}$ and $\boldsymbol{S}$ depend explicitly on the inter-dot distance, q, and therefore the solutions to the generalized eigenvalue problem, i.e. the respective single particle energies $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ and the expansion coefficients $\left(a_{1}, a_{2}, b_{1}, b_{2}\right)$ also depend on the inter-dot distance.

Within the Fock space spanned by the two orthonormal single particle states, the electronic many-body dimer Hamiltonian reads,

$$
\begin{equation*}
\hat{H}=\varepsilon_{1}(q) a_{1}^{\dagger} a_{1}+\varepsilon_{2}(q) a_{2}^{\dagger} a_{2}+U(q) a_{1}^{\dagger} a_{1} a_{2}^{\dagger} a_{2}, \tag{A6}
\end{equation*}
$$

$U(q)$ is the two electron interaction term,

$$
\begin{equation*}
U(q)=U_{12}(q)-U_{e x}(q) \tag{A7}
\end{equation*}
$$

where $U_{12}(q)$ and $U_{e x}(q)$ are respectively the coulomb and exchange integrals. Considering the explicit form of the local orbitals and the expansion coefficient, these integrals can be calculated as follows,

$$
\left.\left.\left.\begin{array}{l}
U_{12}(q)=\int d \mathbf{r}_{1} \int d \mathbf{r}_{2} \varphi_{1}^{*}\left(\mathbf{r}_{1}\right) \varphi_{2}^{*}\left(\mathbf{r}_{2}\right) \frac{K e^{2}}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} \varphi_{1}\left(\mathbf{r}_{1}\right) \varphi_{2}\left(\mathbf{r}_{2}\right) \\
=\frac{K e^{2}}{\left(a_{1}^{2}+b_{1}^{2}+2 S a_{1} b_{1}\right)\left(a_{2}^{2}+b_{2}^{2}+2 S a_{2} b_{2}\right)} . \\
\left\{\sqrt{\frac{1}{\pi \sigma^{2}}}\left(a_{1}^{2} a_{2}^{2}+b_{1}^{2} b_{2}^{2}+4 a_{1} b_{1} a_{2} b_{2} e^{\frac{-q^{2}}{4 \sigma^{2}}}\right)\right. \\
+\frac{e r f[q / 2 \sigma]}{q}\left(a_{1}^{2} b_{2}^{2}+b_{1}^{2} a_{2}^{2}\right) \\
\left.+e^{\frac{-q^{2}}{8 \sigma^{2}}} \frac{e r f[q / 4 \sigma]}{q / 2}\left[\left(a_{1}^{2}+b_{1}^{2}\right) 2 a_{2} b_{2}+2 a_{1} b_{1}\left(a_{2}^{2}+b_{2}^{2}\right)\right]\right\} \\
U_{e x}(q)=\int d \mathbf{r}_{1} \int d \mathbf{r}_{2} \varphi_{1}^{*}\left(\mathbf{r}_{1}\right) \varphi_{2}^{*}\left(\mathbf{r}_{2}\right) \frac{K e^{2}}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} \varphi_{2}\left(\mathbf{r}_{1}\right) \varphi_{1}\left(\mathbf{r}_{2}\right) \\
=\frac{K e^{2}}{\left(a_{1}^{2}+b_{1}^{2}+2 S a_{1} b_{1}\right)\left(a_{2}^{2}+b_{2}^{2}+2 S a_{2} b_{2}\right)} \\
\cdot\left\{\sqrt{\frac{1}{\pi \sigma^{2}}}\left(a_{1}^{2} a_{2}^{2}+b_{1}^{2} b_{2}^{2}+\left(a_{1} b_{2}+b_{1} a_{2}\right)^{2} e^{\frac{-q^{2}}{4 \sigma^{2}}}\right)+\frac{e r f[q / 2 \sigma]}{q} 2 a_{1} a_{2} b_{1} b_{2}\right.  \tag{A9}\\
+e^{\frac{-q^{2}}{8 \sigma^{2}}} \frac{e r f}{e r}[q / 4 \sigma] \\
q / 2
\end{array} 2 a_{1} a_{2}\left(a_{2} b_{1}+b_{2} a_{1}\right)+2 b_{1} b_{2}\left(a_{2} b_{1}+b_{2} a_{1}\right)\right]\right\}\right]
$$

The dependence of $U_{12}(q)$ and $U_{e x}(q)$ on the inter-dot distance is therefore uniquely determined by the specific single particle model invoked in the text.

Finally, we consider the dependence of the dimer-lead coupling on q . The coupling between the DQD and the $\operatorname{STM} \operatorname{tip}(\mathrm{T})$ and the surface(S), corresponds to electron hopping between the localized orbitals $\left(\chi_{A / B}(\boldsymbol{r})\right)$ and the lead states, $\widehat{H}_{D Q D-\text { leads }}=$ $\sum_{n=1,2} \sum_{K=T, S} \sum_{k \in K} u_{k, K} \eta_{n, K} d_{n} b^{\dagger}{ }_{k, K}+h . c$. , where $d_{n}$ is the annihilation operator of an electron at the $\mathrm{n}^{\text {th }}$ dot orbital. Expanding the dot orbital in terms of the orthonormal DQD orbitals, $d_{n}=\sum_{m} D_{n, m}(q) a_{m}$, the coupling term becomes dependent on the inter-dot distance. Using Eq.(A1), it follows that

$$
\begin{equation*}
\binom{\chi_{A}(\mathbf{r})}{\chi_{B}(\mathbf{r})}=\mathbf{C}^{-1}(q)\binom{\varphi_{1}(\mathbf{r})}{\varphi_{2}(\mathbf{r})}, \tag{A10}
\end{equation*}
$$

and therefore we identify, $D_{m, n}(q) \equiv\left[\mathbf{C}(q)^{-1}\right]_{m, n}$.

## B. Steady state currents through different double quantum dots

Fig. S1 depicts results for steady state currents through different DQD structures as functions of the applied bias voltage. The top and bottom rows correspond to strong and weak ligands-mediated inter-dot binding potential $\left(\mathrm{V}\left(\mathrm{q}_{0}+2 \sigma\right)=0.25,0.0025 \mathrm{eV}\right.$, respectively), and left, middle and right plot in each row correspond to different symmetry of the DQD , i.e., $E_{A}-E_{B}=-0.05,0,0.05 \mathrm{eV}$, respectively (illustrated by drawings). The other model parameters are $\sigma=1 \mathrm{~nm}$, $q_{0}=5 \sigma, \quad\left(\mathrm{E}_{\mathrm{A}}+E_{B}\right) / 2=0.25 \mathrm{eV}, \quad t_{0}=-0.01 \mathrm{eV}$, and $\gamma=0.4 \mathrm{~nm}^{-1}, \quad \beta_{T}=\beta_{S}=$ $5 e V$, and $\xi_{S}=\xi_{T}=0.05 \mathrm{eV}, K_{B} T=0.001 \mathrm{eV}, \mu_{S}=0$.

In all cases steps in the current reflect the onset of four transport channels through the DQD at voltages $\mu_{T}-\mu_{S}=\varepsilon_{1}(q), \varepsilon_{2}(q), \varepsilon_{1}(q)+U(q), \varepsilon_{2}(q)+U(q)$. The respective step heights reflect the details of the DQD symmetry, and will be discussed elsewhere. The currents through a mechanically responsive DQD (solid) are compared to the currents for a rigid DQD (dashed). The differences between these curves are plotted in Fig. 3 in the text and reveal the manifestation of the effect of the mechanical recoil and dissociation on the measured currents. Small deviations in the threshold energies due to changes in the steady state inter-dot distance lead to the picks in Fig. 3. Notice that the sharp steps are due to the weak coupling between the DQD and the leads and the low temperature. We note that the reduced density matrix
approximation invoked in this work underestimates the step widths under these conditions[38].


Figure S1: Steady state currents. Solid and dashed lines correspond to responsive and rigid DQD respectively. The tip-DQD-surface setup is illustrated by drawings for each case.
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#### Abstract

Colloidal quantum dots are free-standing nanostructures with chemically tunable electronic properties. In this work, we consider a new STM tip-double quantum dot (DQD)-surface setup with a unique connectivity, in which the tip is coupled to a single dot and the coupling to the surface is shared by both dots. Our theoretical analysis reveals a unique negative differential resistance (NDR) effect attributed to destructive interference during charge transfer from the DQD to the surface. This NDR can be used as a sensitive probe for interdot interactions in DQD arrays.




The field of electronic transport through different quantum dots arrays ${ }^{1}$ has been given much attention in recent years both experimentally and theoretically in search of different nonlinear effects. The focus has shifted between several key phenomena, such as coulomb blockade, ${ }^{2-5}$ spin blockade, ${ }^{6-9}$ Franck-Condon blockade, ${ }^{10,11}$ and negative differential resistance (NDR). ${ }^{12,13}$

The observation of NDR, where the current decreases with increasing bias potential, has found various rationalizations and was studied in single quantum dots (SQDs), double quantum dots (DQDs), and triple quantum dots (TQDs) systems. A comprehensive review by Hettler et al. ${ }^{14}$ elucidates extensively the main mechanisms leading to NDR within SQD and DQD systems. In the extreme case, NDR can lead to vanishingly small currents. This is the case when dark states are involved, that is, when quantum mechanical superposition leads to decoupling between potentially conducting states and the leads. The effect of dark states, initially researched for the case of photon excitations, ${ }^{15-18}$ was studied at length in recent years for the analogue electronic cases of $\mathrm{TQD}^{99-24}$ and molecular junctions, ${ }^{25-27}$ where internal transport pathways interfere destructively within the device. In colloidal SQD or DQD, the internal structure does not support destructively interfering pathways. However, destructive interference of different pathways at the DQD-surface interface can give rise to a yet unexplored dark state, as discussed below.
Colloidal quantum dots (CQDs) ${ }^{28,29}$ with their chemically tunable electronic properties are of special interest for numerous electronic and optoelectronics applications. Ongoing research deals with the extent to which single dot properties ${ }^{30,31}$ and the interactions between dots in an array ${ }^{1,32}$ are of significance in relation to the observed transport properties and nonlinear effects in particular. Yet, the interdot interactions are difficult to assess, specifically when CQDs are concerned, because the interaction between CQDs is often controlled by their surface chemistry and by the organic ligands that link between the dots.

In this work, we study nonlinear effects in transport through arrays of CQDs. We address an extension of the well-established experimental studies of transport through SQDs ${ }^{33-39}$ to the case of coupled DQDs, as proposed in ref 40 . The new setup of STM tip-DQD-surface ${ }^{40}$ is shown to give rise to a new NDR effect, attributed to destructive interference during charge transport through the DQD. Our theoretical analysis below demonstrates how a unique dark state and the related NDR phenomenon lead to an appreciable nonlinear feature in the current through the DQD , which reveals the magnitude of interdot electronic interactions.

The model for the STM tip-DQD-surface configuration was recently introduced in ref 40 and is reviewed here for clarity. Each dot is represented by a single localized spin orbital, given the following assumptions: (i) Degeneracies of the neutral quantum dot orbitals are removed upon charging by an extra electron, ${ }^{41,42}$ (ii) multiple charging of each dot is excluded due to intradot Coulomb interaction, and (iii) spin is conserved during transport, and a single spin model is sufficient. The single dot orbitals are modeled here as 3D Gaussians, $\chi_{\mathrm{A}}(r)=$ $\left(2 \sigma^{2} \pi\right)^{-3 / 4} \mathrm{e}^{-\left(r-R_{A}\right)^{2} /\left(4 \sigma^{2}\right)}$ and $\chi_{\mathrm{B}}(r)=\left(2 \sigma^{2} \pi\right)^{-3 / 4} \mathrm{e}^{-\left(r-R_{\mathrm{B}}\right)^{2} /\left(4 \sigma^{2}\right)}$, where $R_{\mathrm{A}}$ and $R_{\mathrm{B}}$ are the dots center of mass coordinates and $r$ is the electronic coordinate. The dots dimensions are captured in $\sigma$, the standard deviation of the respective probability distributions, $\left|\chi_{\mathrm{A} / \mathrm{B}}(r)\right|^{2}$. Setting $R_{\mathrm{A}} \equiv(0,0, q / 2)$ and $R_{\mathrm{B}} \equiv(0,0,-q / 2)$, the interdot distance, $\left|R_{A}-R_{\mathrm{B}}\right|=q$, defines the overlap between these two localized orbitals, $s(q)=\int \mathrm{d} \chi_{\mathrm{A}}(r) \chi_{\mathrm{B}}(r)=\mathrm{e}^{-q^{p} /\left(8 \sigma^{2}\right)}$, and the effective single-electron Hamiltonian matrix in the basis of $\chi_{\mathrm{A} / \mathrm{B}}(r)$ is assumed to be of a generic form

$$
H(q)=\left(\begin{array}{cc}
E_{\mathrm{A}} & t_{0} \mathrm{e}^{-\gamma\left(q-q_{0}\right)}  \tag{1}\\
t_{0} \mathrm{e}^{-\gamma\left(q-q_{0}\right)} & E_{\mathrm{B}}
\end{array}\right) \quad \mathbb{S}(q)=\left(\begin{array}{cc}
1 & s(q) \\
s(q) & 1
\end{array}\right)
$$
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Thereby, $E_{\mathrm{A}}$ and $E_{\mathrm{B}}$ are considered as the LUMO energies of the two separated dots at $q \rightarrow \infty$. (The choice $E_{\mathrm{A}} \neq E_{\mathrm{B}}$ accounts for differences between the dots owing to the composition, local external fields, etc.) The electronic coupling set by nanoparticle boundaries and the surrounding ligands ${ }^{43,44}$ is assigned a typical exponential decay form, where $q_{0}$ is the interdot distance, for which the interdot hopping parameter equals $t_{0}$, and $\gamma$ defines the decay of the hopping interaction as the interdot distance increases.
The single-particle energies $\epsilon_{1}$ and $\epsilon_{2}$ can be calculated using the generalized linear variation principle, ${ }^{45}[H-\epsilon \mathbb{S}] C=0$, where $C$ is the coefficients matrix

$$
C=\left(\begin{array}{ll}
c_{\mathrm{A} 1} & c_{\mathrm{A} 2}  \tag{2}\\
c_{\mathrm{B} 1} & c_{\mathrm{B} 2}
\end{array}\right)
$$

where the respective orthonormal DQD orbitals read

$$
\begin{align*}
\phi_{1}(r) & =c_{\mathrm{A}} \chi_{\mathrm{A}}(r)+c_{\mathrm{B}} \chi_{\mathrm{B}}(r) \\
\phi_{2}(r) & =c_{\mathrm{A} 2} \chi_{\mathrm{A}}(r)+c_{\mathrm{B}} \chi_{\mathrm{B}}(r) \tag{3}
\end{align*}
$$

Denoting the electron creation and annihilation operators for the $n$th orbital as $\hat{a}_{n}^{\dagger}$ and $\hat{a}_{n}$, respectively, the projection of the DQD Hamiltonian on the Fock space defined by the two orbitals reads

$$
\begin{equation*}
\hat{H}_{\mathrm{DQD}}=\epsilon_{1} \hat{a}_{1}^{\dagger} \hat{a}_{1}+\epsilon_{2} \hat{a}_{2}^{\dagger} \hat{a}_{2}+U \hat{a}_{1}^{\dagger} \hat{a}_{1} \hat{a}_{2}^{\dagger} \hat{a}_{2} \tag{4}
\end{equation*}
$$

$U$ is the two-particle interaction term, $U=\iint \mathrm{d} r_{1} \mathrm{~d} r_{2} \phi_{1}\left(r_{1}\right) \phi_{2}\left(r_{2}\right) \times$ $\left[1 /\left|r_{1}-r_{2}\right|\right]\left[\phi_{1}\left(r_{1}\right) \phi_{2}\left(r_{2}\right)-\phi_{2}\left(r_{1}\right) \phi_{1}\left(r_{2}\right)\right]$, which depends on the interdot distance via the orbital coefficients (eqs 1-3).

The DQD is coupled to the STM tip (T) and to the surface $(S)$, both regarded as reservoirs of noninteracting electrons ${ }^{46}$

$$
\begin{equation*}
\hat{H}_{\text {leads }}=\sum_{K=T, S} \sum_{k \in K} \epsilon_{k, K} \hat{b}_{k, K}^{\dagger} \hat{b}_{k, K} \tag{5}
\end{equation*}
$$

where $b_{k, K}^{\dagger}$ is the electron creation operator in the $k$ th state of the $K$ th reservoir.
The coupling between the reservoirs and the DQD corresponds to electron hopping between the localized orbitals $\left(\chi_{\mathrm{A} / \mathrm{B}}(r)\right)$ and the lead states

$$
\begin{equation*}
\hat{H}_{\mathrm{DQD}-\text { leads }}=\sum_{n=1,2} \sum_{K=\mathrm{T}, \mathrm{~S}} \sum_{k \in K} u_{k, K} \eta_{n, K} \hat{d}_{n} \hat{b}_{k, K}^{\dagger}+\text { h.c. } \tag{6}
\end{equation*}
$$

$\hat{d}_{n}$ is the electron annihilation operator at the $n$th dot sites, and the matrix equation that correlates between the $n$th dot and $m$ th orbital takes the form

$$
\binom{\hat{d}_{1}}{\hat{d}_{2}}=\left(\begin{array}{ll}
D_{11} & D_{12}  \tag{7}\\
D_{21} & D_{22}
\end{array}\right)\binom{\hat{a}_{1}}{\hat{a}_{2}}
$$

where $D_{m, n} \equiv\left[\mathrm{C}^{-1}\right]_{m, n}$ (see eq 2). The DQD-leads connectivity is defined by $\left\{\eta_{n, K}\right\}$, which equals one or zero if the Kth lead is coupled or uncoupled to the $n$th dot, respectively

$$
\binom{\hat{f}_{\mathrm{T}}}{\hat{f}_{\mathrm{S}}}=\left(\begin{array}{ll}
\eta_{1, \mathrm{~T}} & \eta_{2, \mathrm{~T}}  \tag{8}\\
\eta_{1, \mathrm{~S}} & \eta_{2, \mathrm{~S}}
\end{array}\binom{\hat{d}_{1}}{\hat{d}_{2}}\right.
$$

where $\hat{f}_{\mathrm{T}}$ and $\hat{f}_{\mathrm{S}}$ are the annihilations operators of an electron in a superposition of dot states for the tip and surface contacts, respectively. The leads coupling parameters are associated with a semielliptic band model with a bandwidth, $14 \beta_{K}$, and a chemical potential, $\mu_{K}$, where the spectral density reads ${ }^{4{ }^{4}} J_{K}(\epsilon)=2 \pi \sum_{k \in K} \mid$ $u_{k, K}{ }^{2} \delta\left(\epsilon-\epsilon_{k, K}\right)=\left(\xi_{K}^{2} / \beta_{K}^{2}\right)\left(14 \beta_{K}^{2}-\left(\epsilon-\mu_{K}\right)^{2}\right)^{1 / 2} . \mu_{\mathrm{T}}$ and $\mu_{\mathrm{S}}$ are
the chemical potentials for the STM tip and the surface, respectively, where $\mu_{\mathrm{S}}$ is set to zero in the calculations presented below. The full Hamiltonian finally reads

$$
\begin{equation*}
\hat{H}=\hat{H}_{\mathrm{DQD}}+\hat{H}_{\text {leads }}+\hat{H}_{\text {leads-DQD }} \tag{9}
\end{equation*}
$$

For typical electronic tunnelling barriers between the DQD and the STM tip and between the DQD and the surface, the dynamics of the DQD density can be approximated in the weak electronic coupling limit, using the density matrix approach. ${ }^{47}$ The reduced DQD density is represented in the basis of the $\hat{H}_{\mathrm{DQD}}$ eigenstates. $\hat{H}_{\mathrm{DQD}}$ commutes with the electronic number operator, and each eigenstate is associated with occupation numbers of the DQD orbitals, $m, n \in 0$, 1 , where, $\hat{H}_{\mathrm{DQD}}|m n\rangle=E_{m n}|m n\rangle$. The leads are assumed to maintain a quasi-equilibrium density, while the DQD system evolves according to the reduced Liouville equation to second order in the coupling to the leads. Coherences between the DQD eigenstates should be insignificant at steady state due to the relatively large separation between the system eigenvalues, and due to the electronic interactions, ${ }^{48}$ which are a source of decoherence when $U$ exceeds the level broadening caused by the DQD-leads coupling and the temperature. The effect of coupling to the leads therefore amounts to changes in the DQD eigenstate populations induced by electron hopping events ${ }^{47}$

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} P_{m n}(t)=\sum_{m^{\prime} n^{\prime}}\left[\kappa^{(\mathrm{S})}+\kappa^{(\mathrm{T})}\right]_{m n, m^{\prime} n^{\prime}} P_{m^{\prime} n^{\prime}}(t) \tag{10}
\end{equation*}
$$

where $P_{m n}(t)$ is the population of the respective eigenstate of the DQD Hamiltonian and $\left[\kappa^{(K)}\right]_{m n, m^{\prime} n^{\prime}}$ are rates of transitions induced by the $K$ th lead ${ }^{49}$

$$
\begin{align*}
{\left[\kappa^{(K)}\right]_{m n, m^{\prime} n^{\prime}}=} & \left(1-\delta_{m n, m^{\prime} n^{\prime}}\right) \frac{\left(\Gamma_{m n, m^{\prime} n^{\prime}}^{(K) ;}+\Gamma_{m n, m^{\prime} n^{\prime}}^{(K)}\right)}{\hbar} \\
& -\delta_{m n, m^{\prime} n^{\prime}} \sum_{m^{\prime} n^{\prime} \neq m n} \frac{\left(\Gamma_{m n, m^{\prime} n^{\prime}}^{(K) ;}+\Gamma_{m n, m^{\prime} n^{\prime}}^{(K), \mathrm{e}}\right)}{\hbar} \tag{11}
\end{align*}
$$

The charge hopping energies are given as

$$
\begin{equation*}
\Gamma_{m n, m^{\prime} n^{\prime}}^{(K) ; \mathrm{e}} \equiv V_{m n, m^{\prime} n}^{2} f_{\mathrm{e} / \mathrm{h}}^{(K)}\left(E_{m^{\prime} n^{\prime}}-E_{m n}\right) J_{(K)}\left(E_{m^{\prime} n^{\prime}}-E_{m n}\right) \tag{12}
\end{equation*}
$$

where $V_{m n, m^{\prime} n^{\prime}}^{2}=\left|\left[\sum_{j=1,2} \sum_{l} D_{l, j} \eta_{l, k} a_{j}\right]_{m n, m^{\prime} n^{\prime}}\right|^{2}$ and $f_{\mathrm{e}}^{(K)}(\epsilon)=1 /(1+$ $\left.\mathrm{e}^{\left(\epsilon-\mu_{K}\right) /\left(K_{\mathrm{B}} T\right)}\right)$ and $f_{\mathrm{h}}^{(K)}(\epsilon)=1-f_{\mathrm{e}}^{(K)}(\epsilon)$ are the Fermi distribution functions.

The current from the tip to the surface is

$$
\begin{equation*}
I_{\mathrm{T} \rightarrow \mathrm{~S}}=2 e \lim _{t \rightarrow \infty} \sum_{m n, m^{\prime} n^{\prime}}\left[\kappa_{\left.m n, m^{\prime} n^{\prime}\right]}^{(\mathrm{T})}\right] P_{m^{\prime} n^{\prime}}(t) N_{m n} \tag{13}
\end{equation*}
$$

where $N_{m n}$ is the electron number in the $(n m)$ th DQD eigenstate.
We begin our discussion by comparing the transport through a SQD to transport through a symmetric DQD, $E_{\mathrm{A}}=E_{\mathrm{B}}$, coupled to an STM tip and a surface (see Table 1) in different connection schemes. Following eq 8, the "double connection" scheme is assigned by the following connectivity matrix, $\eta_{1, \mathrm{~T}}=\eta_{2, \mathrm{~T}}=\eta_{1, \mathrm{~S}}=$ $\eta_{2, S}=1$, while the "single connection" scheme is assigned by $\eta_{1, \mathrm{~T}}=\eta_{1, \mathrm{~S}}=\eta_{2, \mathrm{~S}}=1$ and $\eta_{2, \mathrm{~T}}=0$. In the absence of interactions (both single- and two-electron interactions) between the dots, the $I-V$ curve reflects the behavior of a single transport channel with a single threshold energy at $E_{A}$. Comparing the case of a single dot (Table 1, first row) to the case of two uncoupled dots (Table 1, second row), there is no change in the threshold voltage, $E_{\mathrm{A}}$, but the current doubles due to the presence of a

Table 1. STM Tip-DQD-Surface Setup Schemes (top row) and Their Corresponding Steady-State Currents versus the Tip-Surface Potential Bias $\left(\Phi=\mu_{\mathrm{T}} ; \boldsymbol{\mu}_{\mathrm{S}}=0\right)$ (bottom row) ${ }^{\boldsymbol{a}}$

${ }^{a}$ The first and second rows illustrate a single on-site energy $E_{\mathrm{A}}$ threshold for a single dot and double uncoupled dots. The current step in the first row is half of the current step in the second row. The third and fourth rows illustrate the behaviour of the coupled double dot systems. The double connection scheme (third row) reveals only a single threshold at $\epsilon_{1}$, which is shifted with respect to $E_{\mathrm{A}}$ due to the interdot electronic interaction. The single connection scheme (fourth row) exhibits three thresholds and a pronounced NDR effect that depends on the interdot coupling. The Hamiltonian parameters were set to $E_{\mathrm{A}}=E_{\mathrm{B}}=0.25 \mathrm{eV}, t_{0}=-0.01 \mathrm{eV}, \gamma=0.4 \mathrm{~nm}^{-1}, \sigma=1 \mathrm{~nm}, q_{0}=$ $5 \sigma, \beta_{\mathrm{T}}=\beta_{\mathrm{S}}=-5 \mathrm{eV}, \xi_{\mathrm{T}}=\xi_{\mathrm{S}}=-0.05 \mathrm{eV}, K_{\mathrm{B}} T=0.001 \mathrm{eV}, \mu_{\mathrm{S}}=0$, which corresponds to $U\left(q_{0}\right)=0.286 \mathrm{eV}, \epsilon_{2}\left(q_{0}\right)=0.272 \mathrm{eV}, \epsilon_{1}\left(q_{0}\right)=$ 0.230 eV , and energy splitting, $\Delta \epsilon=0.042 \mathrm{eV}$. (Thresholds that are not reflected in the current are marked by dotted vertical lines.)
second dot. In the presence of interdot interactions, in the double connection scheme (Table 1, third row; the tip is coupled to both dots), there is a shift of the threshold step that is indicative of the interdot coupling strength $t$, whereas in the single connection scheme (Table 1, fourth row; the tip is coupled only to the left dot), there is a dramatic change where the current drops at the second threshold, $\epsilon_{2}$, and exhibits a pronounced NDR effect.

The coupled DQD systems (Table 1, third and fourth rows) have four distinctive eigenstates: at zero energy, (00) indicates an empty state; at $\epsilon_{1}=\left(E_{\mathrm{A}}-t\right) /(1-s),(10)$ is associated with a single electron populating a symmetric DQD orbital without a nodal plane (bonding state $\left.c_{\mathrm{A} 1}=c_{\mathrm{B} 1}\right)$; at $\epsilon_{2}=\left(E_{\mathrm{A}}+t\right) /(1+s)$, (01) is associated with an electron populating an antisymmetric DQD orbital having a nodal plane between the dot centers
(antibonding state $c_{\mathrm{A} 2}=-c_{\mathrm{B} 2}$ ); and finally, at $\epsilon_{1}+\epsilon_{2}+U$, (11) is associated with two-electron population and an additional twobody (electrostatic) repulsion. Steps in the current reflect the onset of charge-transport channels ${ }^{50}$ associated with transitions between these states at the bias potentials, $\Phi=\mu_{\mathrm{T}}=\epsilon_{1}, \epsilon_{2}, \epsilon_{1}+U$, $\epsilon_{2}+U$, setting $\mu_{\text {S }}$ to zero.

The single and double connection cases will be further elaborated here for different bias potentials. Table 2 depicts the energetically allowed transition rates (top row) and the underlying coupling matrix elements (bottom rows) in the two cases, where blue and red correspond to the single connection, while green and purple correspond to the double connection. Processes that are blocked due to the destructive interference at the coupling to the contacts are indicated by dashed arrows.

In the single connection scheme (Table 1 , fourth row), the first step observed in the current, at $\epsilon_{2}>\Phi>\epsilon_{1}$, ensues due to the coupling between the empty DQD state and the bonding state (10) (denoted $V_{0}^{2}$ in Table 2, first column, third row). As the bias potential increases to the next step at $\epsilon_{1}+U>\Phi>\epsilon_{2}$ (Table 2, second column), the antibonding state $\epsilon_{2}$ also gains a finite probability for occupation. Due to the unique connectivity in this case, charging and discharging rates of the state $\epsilon_{2}$ are dramatically different. While charging from the tip has a positive probability, discharging to the surface is blocked by destructive interference due to the opposite signs of the probability amplitudes on the two dots. Therefore, the electron in the $\epsilon_{2}$ state is trapped in a "dark state" with respect to the coupling to the surface, and this channel is not contributing to the current. In order for the $\epsilon_{1}$ state to be occupied in this case, a finite charging energy of $\epsilon_{1}+U$ is needed, but the tip chemical potential is too low, and hence, the $\epsilon_{1}$ state remains empty. No channel is contributing to the current, and for that reason, the current drops to zero, giving rise to a pronounced NDR. As the bias potential increases to a higher level, $\epsilon_{2}+U>\Phi>\epsilon_{1}+U$ (Table 2, third column), a new channel for transport is opened, $\epsilon_{1}+U$, and the current builds up again. Interestingly, although the mechanism leading to the steady-state current changes in this bias regime (see Table 2, third and fourth columns), the currents before and after the NDR window are equal.

Notice that the NDR feature is absent in the double connection scheme (Table 1, third row; Table 2, green and purple arrows). Indeed, only a single threshold is observed in the current (at $\Phi=\mu_{\mathrm{T}}=\epsilon_{1}$ ), which ensues due to the coupling between the empty DQD state and the bonding state (10). The antibonding state $\epsilon_{2}$ in this scheme is blocked for charging as well as for discharging due to destructive interference at both the surface and the tip. Therefore, the $\epsilon_{2}$ state stays empty permanently, and because of that, only the $\epsilon_{1}$ state contributes to the current for any bias.

The above analysis suggests that the current in the single connection scheme can provide a sensitive probe for the interdot interaction. Indeed, at low temperatures, $\left(K_{\mathrm{B}} T \ll\left|\epsilon_{2}-\epsilon_{1}\right|\right)$, the NDR leads to a distinctive plateau between the two thresholds, $\epsilon_{2}$ and $\epsilon_{1}$, in the current-voltage curve (see Table 1). Subtracting the threshold energies (both measurable in this case), $\Delta \epsilon=\epsilon_{2}-$ $\epsilon_{1}=\left(2\left(s E_{\mathrm{A}}-t\right) /\left(1-s^{2}\right)\right)$, the value of the interaction can be revealed, provided that the overlap between the two localized orbitals, $s$, is sufficiently small.

Notice that NDR in transport through tunneling barriers can originate from different physical phenomena. For example, NDR through a double-barrier resonance in lateral quantum wells was attributed to classical charging of the intermediate well where the resonant tunneling level reaches the bottom of the emitter

Table 2. Transition Rates (top row) and Coupling Matrix Elements (two bottom rows) for Different Bias Potentials for the DQD in the Two Connection Schemes ${ }^{a}$

${ }^{a}$ Blue (red) corresponds to transitions into (out of) the DQD in the single connection, and green (purple) corresponds to transitions into (out of) the DQD in the double connection. Coupling strengths are expressed in units of $V_{0}^{2} \equiv V_{00,10}^{2}$, which denotes the $00 \rightarrow 10$ transition (the value $4 V_{0}^{2}$ is a correct approximation for $s \ll 1$ ). We mark interference-blocked transitions using dashed arrows. The first column shows the transport through the first bonding orbital, $\epsilon_{1}$. The second column accounts for a higher bias where the second antibonding orbital, $\epsilon_{2}$, becomes energetically accessible. Notice that this orbital is blocked due to an interference effect in the coupling to the surface (and also to the tip in the double connection), leading to the NDR. The third and fourth columns describe additional transport channels that rebuild the current at higher bias (see ref 51 for details).
conductance band ${ }^{52}$ or to electron trapping by phonon emission. ${ }^{53,54}$ These mechanisms can be supported by experimental studies involving AC frequency current dependency or temperature changes, respectively. Indeed, from the experimental point of view, the unique impact of the interdot coupling on the observed NDR should be verified prior to deduction of the coupling strength parameter from the measured signal. The distance between the DQDs can be used as an experimental control parameter for this purpose, as discussed below.

As noted in the model (eq 1), the electronic coupling terms depend on the interdot distance $q$ (see also ref 40). This dependence leads to a shift in the position of the steps in the $I-V$ curve and, in particular, to increasing or decreasing width of the NDR plateau upon decreasing and increasing $q$, respectively, as can be seen in Figure 1. In colloidal DQD, the interdot distance is controlled by the capping ligands. Observed sensitivity of the NDR signal to the interdot distance would indicate that this signal indeed originates from the dark state mechanism discussed above because no other known NDR mechanism predicts such distance dependence. Moreover, the NDR signal can be used in this case as a probe for the arrangement of the ligands around and between the dots. In turn, different ligands can be used in order to manipulate the NDR signal for nanoelectronic applications.


Figure 1. Steady-state currents versus the tip-surface potential $(\Phi)$ bias and interdot distance $(q)$ for a symmetric DQD model. The model parameters are given in Table 1.

So far, we considered the case of a symmetric DQD. However, nonsymmetric DQDs can be obtained by using CQDs with different sizes and compositions. ${ }^{40}$ Within the present model, the difference between the dots is reflected in different LUMO energies, that is, $E_{\mathrm{A}} \neq E_{\mathrm{B}}$. Figure 2 A depicts the current as a function of bias potential and the DQD asymmetry parameter $\left(E_{\mathrm{A}}-E_{\mathrm{B}}\right)$. The characteristics of the current for three representative cross sections at $E_{\mathrm{A}}<E_{\mathrm{B}}, E_{\mathrm{A}}=E_{\mathrm{B}}$, and $E_{\mathrm{A}}>E_{\mathrm{B}}$ are shown in Figure $2 \mathrm{~B}-\mathrm{D}$, respectively, for the interdot distance fixed at a reference value, $q=q_{0}$ (see Table 1 for the model


Figure 2. Steady-state currents. The top left plot is a color map of $I-V$ curves for different values of the energy mismatch between the two dots. The bottom plots, from left to right, are selected $I-V$ curves for $E_{\mathrm{A}}-E_{\mathrm{B}}=-0.05,0,0.05$, respectively. The top right plot includes in blue a cross section of the current through the DQD system at two distinctive bias potentials ( 0.25 and 0.4 eV ), chosen specifically to exhibit the turning point between NDR and non-NDR as a function of the asymmetry parameter $E_{\mathrm{A}}-E_{\mathrm{B}}$. The brown curve shows the difference between the two steps and highlights the fact that the maximal gap between the curves is obtained in the vicinity of the symmetric case. The interdot distance is fixed at a reference value, $q=q_{0}$. The model parameters are given in Table 1.
parameters). Unlike in the symmetric case (Figure 2C) discussed in detail above, the NDR is less pronounced in nonsymmetric cases. Only a small drop in the current is observed when the tip is placed above the larger of the two dots (Figure 2B), and the NDR is completely missing when the tip is placed above the smaller dot (Figure 2D).

The dependence of the NDR effect on the asymmetry parameter is illustrated in Figure 2E, which brings to light two crosssectional plots of the current in Figure 2A for two selected bias potentials. The first cross section represents the first step in the current, where the transport occurs only through the bonding DQD orbital. The second cross section represents the second step, where either the bonding or the nonbonding DQD orbitals are energetically accessible. The NDR is associated with a current drop from the first to the second step. As can be seen in Figure 2E, the maximal drop is obtained near the symmetric configuration, $E_{\mathrm{A}} \approx E_{\mathrm{B}}$. This is due to the perfectly destructive interference in the coupling between the DQD and the surface in the symmetric configuration. However, the NDR is maintained also over a range of nonsymmetric structures, where $\left|E_{\mathrm{A}}-E_{\mathrm{B}}\right| \lesssim 30 \mathrm{meV}$.

On the basis of the relations in eqs 7 and 8 , a unified formulation of the symmetric and asymmetric single connection scheme can be obtained by expressing the coupling operators of the DQD to the surface and to the tip in terms of the DQD operators, $\hat{a}_{1}$ and $\hat{a}_{2}$

$$
\binom{\hat{f}_{\mathrm{T}}}{\hat{f}_{\mathrm{S}}}=\left(\begin{array}{ll}
1 & 0  \tag{14}\\
1 & 1
\end{array}\right)\left(\begin{array}{ll}
D_{11} & D_{12} \\
D_{21} & D_{22}
\end{array}\right)\binom{\hat{a}_{1}}{\hat{a}_{2}} \equiv\left(\begin{array}{cc}
F_{\mathrm{T}, 1} & F_{\mathrm{T}, 2} \\
F_{\mathrm{S}, 1} & F_{\mathrm{S}, 2}
\end{array}\right)\binom{\hat{a}_{1}}{\hat{a}_{2}}
$$

where $F$ is the matrix of coupling between the DQD orbitals and the leads (tip and surface). In the symmetric case, the relation between the DQD orbitals and the localized dots orbitals (eq 7) takes the form

$$
\left(\begin{array}{ll}
D_{11} & D_{12}  \tag{15}\\
D_{21} & D_{22}
\end{array}\right)=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
\sqrt{1+s} & \sqrt{1-s} \\
\sqrt{1+s} & -\sqrt{1-s}
\end{array}\right)
$$

Assigning the values of the symmetric case to the coupling terms gives $F_{\mathrm{T}, 1}=F_{\mathrm{T}, 2}$, while $F_{\mathrm{S}, 1} \neq F_{\mathrm{S}, 2}=0$. The second orbital $\left(\epsilon_{2}\right)$ is therefore connected to the tip but disconnected from the surface (a dark state). Charging this orbital from the tip leads to the NDR, as discussed above. For a strongly asymmetric DQD, when the tip is on top of the larger QD (Figure 2B), similar considerations show that $\left|F_{\mathrm{T}, 2}\right| \ll\left|F_{\mathrm{S}, 2}\right|$. Because charging of the $\epsilon_{2}$ orbital from the tip becomes much slower than discharging to the surface in this case, the steady-state population of the $\epsilon_{2}$ orbital becomes small, and NDR becomes insignificant. When the tip is placed above the smaller QD (Figure 2D), one has $\left|F_{\mathrm{S}, 2}\right| \approx\left|F_{\mathrm{S}, 1}\right| \gg\left|F_{\mathrm{T}, 1}\right|$. This implies that the current through the $\epsilon_{1}$ orbital is much smaller than the current through the $\epsilon_{2}$ orbital, excluding the possibility for NDR in this case.

The above discussion suggests that strongly asymmetric DQDs will not show NDR. However, the NDR can still be pronounced for weakly asymmetric DQD structures. It is instructive in this context to look into the sensitivity of the NDR to the distance between the QDs. Figure 3 presents the orbital-leads coupling matrix elements ( F (eq 14)) for different asymmetries and different interdot distances. In the lower right plot, $F_{\mathrm{S}, 2}$ is shown to equal zero for $E_{\mathrm{A}}=E_{\mathrm{B}}$ regardless of the interdot distance $q$, in accordance with the analysis above. Notice that for smaller interdot distances, the


Figure 3. Orbital coupling to the tip and surface, (as defined in eq 14), as functions of the asymmetry parameter $\left(E_{\mathrm{A}}-E_{\mathrm{B}}\right)$ and the interdot distance $q$. The green color accounts for vanishing coefficients.


Figure 4. A double-barrier tunnelling junction model of the tip-DQD-surface system. Each one of the DQD orbitals $(n=1,2)$ has different effective resistance and capacitance at the contacts to the tip $\left(R_{T n}, C_{T n}\right)$ and to the surface $\left(R_{S n}, C_{S n}\right)$. The effective contact resistance increases as the probability density of the orbital decreases at that contact. When the tip is coupled to the smaller (larger) dot (left/right column), the probability density of the antibonding orbital $(n=2)$ at the contact to the tip is small (large), meaning $R_{\mathrm{S} 2} / R_{\mathrm{T} 2} \cong 1\left(R_{\mathrm{S} 2} / R_{\mathrm{T} 2} \ll 1\right)$, respectively. This results in high/low population of this orbital. ${ }^{40}$ When the dots are equal (middle column), the coupling to the surface goes to zero due to the interference effect, meaning $R_{\mathrm{S} 2} / R_{\mathrm{T} 2}=\infty$.
range of asymmetric structures for which $F_{\mathrm{S}, 2} \approx 0$ (the greencolored area) becomes larger, implying that a dark-like state and the resulting NDR are expected to be observed also for asymmetric DQD structures at short distances.

We end our discussion with a heuristic RC scheme ${ }^{40}$ of transport through the DQD. In contrast to orthodox RC schemes, ${ }^{55,56}$ where the two dots are modeled as separate entities connected by incoherent transition rates, the coherence relation between the dots within a DQD hinders the use of a classical kinetic description. Because of that, in our model, each of the single-electron orbitals, and not each dot, affixes with different RC parameters, as illustrated in the double-barrier tunnelling junction model of the tip-DQD-surface system in Figure 4, left. In this scheme, each one of the DQD orbitals $(n=1,2)$ has different effective resistance and capacitance at the contacts to the tip $\left(R_{T n}, C_{T n}\right)$ and to the surface $\left(R_{S n}, C_{S n}\right)$. The probability density of an orbital at each contact determines the effective contact resistance.

Exploring once more the different DQD asymmetries, the ratios between the contact resistance of the different $D Q D$ orbitals to the tip and the surface are summarized in the third row of Figure 4, right. We wish to emphasize that the different asymmetries imply also different DQD-tip/DQD-surface coupling ratios for the different transport channels, as illustrated in the second row of Figure 4, right. For strongly asymmetric DQD , only one of the two conducting DQD states is strongly coupled to the tip, while both states are coupled to the surface. For example, when the tip is above the larger QD (rightmost column in Figure 4), the bonding state is coupled to both the tip and surface, and the antibonding state is coupled mostly to the surface but weakly to the tip. Therefore, the contact resistance at the tip is larger than the contact resistance at the surface for the antibonding orbital $(n=2), R_{\mathrm{S} 2} / R_{\mathrm{T} 2} \ll 1$, while the resistances are approximately equal for the bonding orbital, $R_{\mathrm{S} 2} / R_{\mathrm{T} 2} \cong 1$. Similar considerations apply for the ratios for the opposite
antisymmetric case. When the two dots are equal, the resistance of the antibonding to the surface goes to infinity, $R_{\mathrm{S} 2} / R_{\mathrm{T} 2}=\infty$ because of the destructive interference effect, and the resistance of the bonding orbital is smaller by a factor of 4 to the surface than to the tip due to constructive interference at the coupling to the surface.

In conclusion, a unique NDR is predicted within a unique STM setup for measuring transport through colloidal DQDs. The special setup enables coherent (phase-preserving) coupling between the $D Q D$ states and the substrate and local coupling between the STM tip and one of the QDs. In cases of symmetric (or nearly symmetric) DQDs, the current through this setup reveals interference between different pathways of charge transport from the tip to the surface, attributed to delcocalized orbitals of the neighboring CQDs. In particular, destructive interference through an antibonding-like DQD orbital results in charging of a dark state that blocks the current through the DQD via Coulomb repulsion, resulting in an appreciable NDR and a corresponding distinctive signal in the current-voltage curve Our theoretical analysis shows that an accurate measurement of the interdot interaction can be based on the measurement of this NDR signal, providing valuable information on the intricate electronic interaction between two neighboring dots in a DQD array. Experimental realization of the NDR phenomena in this particular setup is currently being pursued, which may provide a new route for direct measurements of the interdot electronic interaction. Finally, the NDR discussed here, in combination with the DQD dissociation effect presented elsewhere ${ }^{40}$ for the same setup, could be used for the design of novel electromechanical devices such as electromechanical memory devices or devices for measuring mechanical coupling between DQDs surrounded with capping ligands. This will be discussed elsewhere.
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#### Abstract

Colloidal quantum dots (CQDs) are free-standing nano-structures with chemically tunable electronic properties. This tunability offers intriguing possibilities for nano-electromechanical devices. In this work, we consider a nano-electromechanical nonvolatile memory (NVM) device incorporating a triple quantum dot (TQD) cluster. The device operation is based on a bias induced motion of a floating quantum dot (FQD) located between two bound quantum dots (BQDs). The mechanical motion is used for switching between two stable states, "ON" and "OFF" states, where ligand-mediated effective interdot forces between the BQDs and the FQD serve to hold the FQD in each stable position under zero bias. Considering realistic microscopic parameters, our quantum-classical theoretical treatment of the TQD reveals the characteristics of the NVM. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4930826]


The demand for increased nonvolatile and random access memory (RAM) in very large scale integrated circuit (VLSI) architectures has pushed the silicon complementary metal-ox-ide-semiconductor (CMOS) fabrication scaling to its limit over the past few decades with regard to physical, material, and operational limitations. ${ }^{1}$ The current dominating nonvolatile memory (NVM) devices are FLASH devices which are based on CMOS processes. ${ }^{2,3}$ The on-going miniaturization has also enabled the fabrication of nano-electromechanical systems (NEMS) with sub- $\mu \mathrm{m}$ long structures functioning as NVM devices. Those currently include suspended floating beam formed as a gate of an MOSFET structure, ${ }^{4-6}$ vertically aligned carbon nanotube (MWCNT), ${ }^{7}$ suspended carbon nanotube, ${ }^{8}$ and anchor-less shuttle devices. ${ }^{9}$

The operation frequency of typical NEMS devices are inversely proportional to their characteristic (decreasing) size, ${ }^{5,10}$ and therefore NEMS have the potential to achieve a very high operation speeds of several gigahertz. Beside operating speeds, NEMS can achieve very low standby leakage current. ${ }^{7,9}$ Moreover, switching between "ON" and "OFF" states in NEMS can be achieved with a narrow bias difference, and therefore, the switching power has the potential to be reduced significantly in comparison with the FLASH devices. NEMS devices can also potentially work in a wide range of temperatures. ${ }^{9,11,12}$ Last, operation of NEMS is usually not associated with charge tunneling through a gate oxide and therefore the limitation of gate oxide deterioration does not arise, which is an aspect causing the eventual dying of conventional FLASH devices. However, internal stress of the cantilever/beam ${ }^{5}$ needs to be taken into account for the assessment of NEMS lifecycle. Traditional FLASH devices as well as current state of the art NEMS memory devices are most often modeled using threedimensional finite element methods (FEM) approaches. ${ }^{5,9,13}$ In the case of the NEMS devices, a combination of electrostatic and mechanical aspects is often applied (using, for example,

[^1]COMSOL, TCAD, ADVENTURE software packages) for solving the Poisson's (drift-diffusion) and Navier's set of equations simultaneously; while in conventional FLASH devices, there is no need to take the mechanical aspect into consideration.

In this article, we consider a NEMS memory device, incorporating a triple quantum dot (TQD) structure constructed of colloidal quantum dots (CQDs), which is based on the effect of (I) double quantum dots (DQD) dissociation ${ }^{14}$ and (II) negative differential resistance (NDR). ${ }^{15}$ CQDs, synthesized using "wet chemistry" techniques, ${ }^{16}$ offer possibilities for innovating NEMS devices by exploiting mechanical motion on the nanoscale. The unique size and material versatility and also the ability to manipulate the surrounding capping ligands ${ }^{16,17}$ of CQDs are a key for the realization of such class of devices. The TQD NEMS device does not incorporate a MOS junction hence no inversion, accumulation, or depletion regions exist nor any moving/bending cantilever/beam exists like in other NEMS devices. Moreover, in comparison with the above mentioned NEMS, at least a semi-classical approach is needed in order to model the inherent quantum-classical phenomena and the coupled electro-mechanical dynamics of the TQD NEMS device. Therefore, standard FEM solutions would not be satisfactory for the characterization of this device which relies on the quantum nature of the underlying phenomena.

The TQD NEMS device, illustrated in Fig. 1, consists of 3 CQDs, 2 bound quantum dots (BQD) at the edges (dots A and C), and 1 floating quantum dot (FQD) between them (dot B). The device can be conceptually divided into two isolated sub-systems, a left configuration where the FQD is on the left (dots A and B) and a right configuration where the FQD is on the right (dots B and C). This treatment is justified under the assumption of zero interaction between the 2 BQDs.

Each of the 3 dots is represented by a single localized spin orbital, given the following assumptions: (i) Degeneracies of the neutral quantum dot orbitals are removed upon charging by an extra electron, ${ }^{18,19}$ (ii) multiple charging of each dot is excluded due to intra-dot Coulomb interaction, (iii) spin is conserved during transport and a single spin model is sufficient,


FIG. 1. TQD NEMS device operation. A "write command" is executed by applying $V_{W R}$ voltage on the left or right contact for switching from an ' $O N^{\prime}$ to an 'OFF' state and vice versa, respectively. The reset operation is executed by applying $V_{W R}$ on the right dot. Read command is applied by setting $V_{R D}$ on the left dot.
(iv) electronic interactions during double occupancy of each sub-system structure are fully accounted for, and (v) detailed structure of the electronic envelope functions, as well as the rapid oscillations associated with the semiconductor periodicity, are disregarded but can be readily included for CQDs of specific shape and chemical compositions.

The single dot orbitals are modeled as 3D Gaussians, $\chi_{A / B / C}(r)=\left(\frac{1}{2 \sigma^{2} \pi}\right)^{3 / 4} e^{\frac{-1}{\sigma^{2}}\left(r-R_{A / B / C}\right)^{2}}$, where $R_{A}, R_{B}$, and $R_{C}$ are the dots center of mass coordinates and $r$ is the electronic coordinate. The dots dimensions are captured in $\sigma$, the standard deviation of the respective probability distributions, $\left|\chi_{A / B / C}(r)\right|^{2}$. The three dots are assumed to have a collinear configuration (which can be realized by confining them in a linear trench on the surface). Setting $R_{A} \equiv\left(0,0, q_{A}\right)$, $R_{B} \equiv\left(0,0, q_{B}\right)$, and $R_{C} \equiv\left(0,0, q_{C}\right)$, the interdot distances, $\left|R_{A}-R_{B}\right|=q_{A B}$ and $\left|R_{C}-R_{B}\right|=q_{B C}$, define the overlap between each two adjacent localized orbitals, $S_{A B}\left(q_{A B}\right)$ $=\int \mathrm{d} r \chi_{A}(r) \chi_{B}(r) e^{\frac{-q_{A B}^{2}}{8 \sigma^{2}}}$ and $S_{B C}\left(q_{B C}\right)=\int \mathrm{d} r \chi_{B}(r) \chi_{C}(r) e^{\frac{-q_{B C}^{2}}{8 \sigma^{2}}}$. Based on the assumption of zero interaction between the BQDs, the overlap between their orbitals is zero, $S_{A C} \rightarrow 0$. Thereby, the effective single electron Hamiltonian matrix in the basis of $\chi_{A / B / C}(r)$, is assumed to take the following generic form:

$$
\begin{align*}
& \boldsymbol{H}\left(q_{A B}, q_{B C}\right)= \\
& \left(\begin{array}{ccc}
E_{A} & t_{0} e^{-\gamma\left(q_{A B}-q_{0_{A B}}\right)} & 0 \\
t_{0} e^{-\gamma\left(q_{A B}-q_{0_{A B}}\right)} & E_{B} & t_{0} e^{-\gamma\left(q_{B C}-q_{0_{B C}}\right)} \\
0 & t_{0} e^{-\gamma\left(q_{B C}-q_{0_{B C}}\right)} & E_{C}
\end{array}\right),  \tag{1}\\
& \boldsymbol{S}\left(q_{A B}, q_{B C}\right)=\left(\begin{array}{ccc}
1 & S_{A B}\left(q_{A B}\right) & 0 \\
S_{A B}\left(q_{A B}\right) & 1 & S_{B C}\left(q_{B C}\right) \\
0 & S_{B C}\left(q_{B C}\right) & 1
\end{array}\right), \tag{2}
\end{align*}
$$

where $E_{A}, E_{B}$, and $E_{C}$ are considered the LUMO energies when the dots are separated. The electronic coupling set by the dot boundaries and the surrounding ligands ${ }^{16,17}$ is assigned a typical exponential decay form, where $q_{0_{A B}}$ and $q_{0_{B C}}$ are the interdot distances in the absence of potential bias.

Following the condition $S_{A C} \rightarrow 0$ and by assuming full dephasing during the process of switching from one subsystem to the other, each sub-system can be treated in isolation. Thereby, it is constructive to define a parameter $q$ as

$$
\left\{\begin{aligned}
q \cong q_{A B}-q_{0_{A B}} & \text { for } q<0 \\
q \cong q_{0_{B C}}-q_{B C} & \text { for } q>0
\end{aligned}\right.
$$

Using $q$, the effective single electron Hamiltonian matrix for the left and right sub-systems takes the following form:

$$
\begin{align*}
\boldsymbol{H}_{L}(q, q<0) & =\left(\begin{array}{cc}
E_{A} & t_{0} e^{-\gamma q} \\
t_{0} e^{-\gamma q} & E_{B}
\end{array}\right)  \tag{3}\\
\boldsymbol{H}_{R}(q, q>0) & =\left(\begin{array}{cc}
E_{B} & t_{0} e^{-\gamma q} \\
t_{0} e^{-\gamma q} & E_{C}
\end{array}\right) \tag{4}
\end{align*}
$$

and

$$
\boldsymbol{S}(q)=\left(\begin{array}{cc}
1 & S(q)  \tag{5}\\
S(q) & 1
\end{array}\right)
$$

The single particle energies as functions of the interdot distance of each sub-system, $\epsilon_{1}(q)$ and $\epsilon_{2}(q)$, can be calculated using the generalized linear variation principle, ${ }^{20}$ $\boldsymbol{H}(q) \boldsymbol{C}(q)-\boldsymbol{S}(q) \boldsymbol{C}(q) \epsilon(q)=0$. The coefficients matrix for the left sub-system is

$$
\boldsymbol{C}_{L}(q)=\left(\begin{array}{ll}
c_{A 1}(q) & c_{A 2}(q)  \tag{6}\\
c_{B 1}(q) & c_{B 2}(q)
\end{array}\right)
$$

where the respective orthonormal orbitals are

$$
\begin{align*}
\phi_{1, L}(q, r) & =c_{A 1}(q) \chi_{A}(r)+c_{B 1}(q) \chi_{B}(r), \\
\phi_{2, L}(q, r) & =c_{A 2}(q) \chi_{A}(r)+c_{B 2}(q) \chi_{B}(r), \tag{7}
\end{align*}
$$

and similarly for the right sub-system. The orthonormal orbitals define an electronic Fock space.

Finally, the projection of the Hamiltonian onto each sub-system space reads, $\hat{H}_{S U B}=\epsilon_{1}(q) \hat{a}_{1}^{\dagger} \hat{a}_{1}+\epsilon_{2}(q) \hat{a}_{2}^{\dagger} \hat{a}_{2}$ $+U(q) \hat{a}_{1}^{\dagger} \hat{a}_{1} \hat{a}_{2}^{\dagger} \hat{a}_{2}+\frac{p^{2}}{2 \mu}+V(q)$ where $U(q)$ is a two particle interaction term (Coulomb and exchange) and $\hat{a}_{m}^{\dagger}$ is a creation operator for an electron in the $m^{t h}$ orbital. $\mu$ is the reduced mass of either sub-system, $p$ is the momentum associated with the interdot motion, and $V(q)$ reflects the interdot mechanical bindings potential.

The mechanical binding potential between the FQD and each BQD is attributed to overall interdot ligands and dotsurface ligands interactions. ${ }^{16,21,22}$ The details of the mechanical interaction depend on these specificities and should reflect a universal short-range repulsion and a weak long-term attraction between the ligands. Therefore, a generic Morse potential for each sub-system was chosen, as illustrated in Fig. 2. Based on the condition $S_{A C} \rightarrow 0$, the binding energy for each subsystem is unaffected by the contribution of the remote parts, hence $V(q)$ for each sub-system reduces to the following form:

$$
\begin{equation*}
V(q)=D\left(e^{-2 \alpha q}-2 e^{-\alpha q}+1\right) \tag{8}
\end{equation*}
$$

where $D$ and $\alpha$ are, respectively, the interdot binding energy and interaction range parameters, which control the


FIG. 2. Top left: Current vs. bias potential for weak mechanical binding. The blue curve reflects a transition from DQD to an SQD with increasing voltage at the appropriate lead (see inset). The red curve represents the current through a single dot. The differences between the blue and red curves enable the operations of the NEMS device. The two curves coalesce after a switching response, at 0.276 eV . The voltage range between $V_{R_{1}}$ and $V_{R_{2}}$ is the potential bias margin for a "read command" while a bias potential above $V_{W_{0}}$ is used to execute a write command. Top right: Current vs. bias potential for strong mechanical binding. The blue curve reflects the current through a "rigid" DQD, excluding the possibility of a write command. In both cases, the interdot distance for zero bias potential is $5 \sigma$, and the asymmetry parameter $\left(E_{A}-E_{B}\right.$ or $\left.E_{C}-E_{B}\right)$ is $0.02[\mathrm{eV}]$. Bottom: Effective binding potential for the FQD with two equilibriums positions at $V(-5 \sigma)=V(5 \sigma)=0$. The thick and thin curves are associated with strong and weak mechanical interactions, $V(-3 \sigma)=V(3 \sigma)=0.25 \mathrm{eV}, 0.0025 \mathrm{eV}$, respectively
transition from "weak" to "strong" binding potentials (see Ref. 14 for elaborate discussion on the different mechanical bindings potentials).

The BQDs are coupled electronically to the top contacts $(L, R)$ and to the surface ( S ) while the FQD is coupled only to the surface (see Fig. 1.) This idealization is assumed for simplicity, but the following analysis applies as long as the coupling of the top contacts to the BQDs is significantly larger than their coupling to the FQD. (This difference is important in order to avoid decoupling of the DQDs from the top contacts due to destructive interference. ${ }^{15}$ ) All contacts are regarded as reservoirs of non-interacting electrons, ${ }^{23} \hat{H}_{\text {leads }}=\sum_{K=L, R, S}$ $\sum_{k \in K} \epsilon_{k, K} \hat{b}_{k, K}^{\dagger} \hat{b}_{k, K}$, where $b_{k, K}^{\dagger}$ is the creation of electron in the $k^{\text {th }}$ state of the $K^{\text {th }}$ reservoir. The coupling between the reservoirs and the dots in each sub-system corresponds to electron hopping between the localized orbitals $\left(\chi_{A}(r)\right.$ and $\chi_{B}(r)$ for the left sub-system or $\chi_{B}(r)$ and $\chi_{C}(r)$ for the right sub-system) and the lead states, $\hat{H}_{S U B-l e a d s}=\sum_{n=1,2} \sum_{K=L / R, S} \sum_{k \in K} u_{k, K}$ $\eta_{n, K} \hat{d}_{n} \hat{b}_{k, K}^{\dagger}+h . c .$, where $\hat{d}_{n}$ is the annihilation operator of an electron at the $n^{\text {th }}$ dot site. $\eta_{n, K}$ equals one or zero if the $K^{\text {th }}$ contact is coupled or uncoupled to the $n^{t h}$ dot, respectively.

Finally, the full Hamiltonian of each sub-system reads

$$
\begin{equation*}
\hat{H}=\hat{H}_{S U B}+\hat{H}_{l e a d s}+\hat{H}_{\text {leads-SUB }} \tag{9}
\end{equation*}
$$

For typical electronic tunneling barriers between each one of the BQDs and the top contact, and between each sub-
system and the surface, the electronic coupling of the DQD to the lead is weak and the dynamics of the sub-system density can be solved using the reduced density matrix approach. ${ }^{24}$ The mechanical motion is treated classically using canonical position and momentum equations. The steady-state response of each sub-system to an applied bias voltage is associated with a self-consistent solution of coupled electromechanical dynamical equations. ${ }^{14}$ The switching response properties between the two sub-systems and the current through each sub-system are derived using this methodology.

The TQD NEMS device is operated by write and read commands. The "write command" (Fig. 1, upper row) controls the switching between the left and right sub-system configurations. By applying a write command on the left contact, the FQD floats to the right (if it wasn't already there before) and an OFF state is set, and by applying a write command on the right contact, the FQD floats to the left and an ON state is set (this operation also serves as a "reset command"). The "read command" (Fig. 1, bottom row) is executed by probing the current between the left and surface contacts and it depends on the specific state of the device. In particular, a reading command will probe the current through either a single quantum dot (SQD) or a double quantum dot (DQD). Indeed, the onset of the current is different in the two cases: in the SQD it reflects the charging energy of a single dot, and in a DQD it is shifted to a lower voltage, which corresponds to charging of a delocalized electronic state of
the DQD. ${ }^{14,15}$ (Notice that quantum delocalization between the two dots requires that coherence is preserved within the DQD. Heat production during read command may hinder this coherence and should be efficiently removed in order to distinguish the DQD from the SQD).

The $I-V$ curve of either sub-system configuration $\left(I_{L \rightarrow S}\right.$ or $I_{R \rightarrow S}$ ) for weak mechanical binding (Fig. 2, bottom) is shown in Fig. 2, top left. The blue solid curve and the red dashed curve indicate the current before and after a write command, respectively. The write and read commands should be executed using two potential bias margins, $V_{W R}$ and $V_{R D}$, respectively. The write command (Table I, 1st and 2nd rows) is executed by applying a voltage $V_{W R}>V_{W_{0}}$ (Fig. 2, top left, blue curve) at the appropriate lead, where $V_{W_{0}}$ is the second step in the current of the DQD. It is possible to verify the device state by applying a read command before a write command. However, it is also possible to execute a write command without prior knowledge of the device state. The read command (Table I, 3rd row) is applied at the voltage range $V_{R_{2}}>V_{R D}>V_{R_{1}}$ (Fig. 2, top left), where $V_{R_{1}}$ is the first step in the current of the DQD and $V_{R_{2}}$ is the single voltage threshold of the SQD. Measurement of the current before a mechanical floating response implies charge transport through two dots and high current probing, corresponding to an ON state, while measurement of the current after a mechanical response implies charge transport through a single dot and zero current, corresponding to an OFF state.

The most crucial consideration for the proper operation of the TQD device is the degree of the interdot mechanical binding strength (Fig. 2, bottom). In comparison to the weak mechanical binding case (Fig. 2, top left), setting $V_{W R}$ on the top contacts in the strong mechanical binding regime does not lead to a mechanical response of the FQD, and therefore, hinders the use of the device. Indeed, according to the analysis of Ref. 14, relatively small binding force constants are required for DQD dissociation. This estimate was derived when the dissociation was dominated by single-electron delocalization forces. However, the onset of many body repulsion effects (which prevail at higher voltages) should enable DQD dissociation also for much larger binding force constants. In any case, since the FQD mobility is sensitive to the ligand and surface mediated binding forces, it is necessary to ensure the proper operation of the device by verifying the switching response between the two sub-system (DQDs) configurations. This kind of check-up can be performed during the validation phase of the manufacturing process. The $I-V$ curve for a strong mechanical binding potential is shown in Fig. 2, top right. The jump in the current at $V_{R_{1}}$ is similar to the one observed for weak mechanical binding (Fig. 2, top left), however, for higher bias potentials, the next

TABLE I. Operating principles of the TQD NEMS device.

| Logic | Voltages | Operation |
| :--- | :---: | :---: |
| Write "ON" | $V_{L}=V_{W R} ; V_{R}=0$ | Switch to right sub-system |
| Write "OFF" | $V_{L}=0 ; V_{R}=V_{W R}$ | Switch to left sub-system |
| Read | $V_{L}=V_{R D} ; V_{R}=0$ | Read ON or OFF states |
| Hold | $V_{L}=0 ; V_{R}=0$ | NULL |

step at $V_{1}$ leads to a current drop, also known as NDR. This drop occurs due to the unique connectivity of the dots in the device, where all the dots are connected to a shared surface and only the BQDs are connected to the top contacts (Fig. 1.) This effect, discussed extensively in Ref. 15, leads to the above mentioned NDR. Observing this signature of NDR while scanning a range of potentials indicates the existent of mechanical binding potential which is too stiff for proper operation. Notice that the two-electrons transport channels, ensued at bias potentials $V_{2}$ and $V_{3}$, are only accessible in the strong mechanical binding case.

An additional important phenomenon which exists in most conventional NEMS NVMs is a mechanical bistability of a cantilever. ${ }^{5,10,25-27}$ Managing this bistability is an essential part of achieving a functioning memory device. The bistability is accompanied by the existence of a hysteresis in the $I-V$ curve. The motivation is to reduce the switching voltage (difference between ON and OFF switching voltages) without impairing the beam/cantilever displacement ability which control the ON/OFF currents ratio. The TQD NEMS device proposed here does not suffer from such a trade-off because the switching voltage is applied on two separate voltage lines (the left and right contacts). One can thus say that the TQD NEMS device can achieve ideal switching or has "infinite" hysteresis because the switching voltage is not voltage dependent but distance dependent. In addition, because the ON or OFF states are not affected by charging effects, but rather by a mechanical effect, no current leakage is expected.

Finally, we estimate the write command operation frequency for the proposed device. The switching speed depends on the timescale of DQD dissociation (transition from a DQD to a SQD). A rough estimate of the switching speed can be based on the inter-dot oscillation frequency, $\frac{2 \pi}{T}=\sqrt{\frac{K}{\mu}}$, where $K$ is the mechanical binding force, which ideally takes the highest value that still enables dissociation. Considering the values $K \approx 10^{-2}[\mathrm{~N} / \mathrm{m}]$, and $\mu \approx 10^{-22}[\mathrm{Kg}]$ (see Ref. 14), the resultant frequency is $f \approx 1 \mathrm{GHz}$. This estimation for the switching frequency is higher than that of current non-volatile FLASH memory devices. Reducing the length of the interdot capping ligands or changing their inner atomistic structure could lead to a modification of the shape of the mechanical binding potential (Fig. 2, bottom) with an overall increase of $K$. This is expected to farther increase the switching speed, provided that the increase in the inter-dot binding force would not prevent the DQD dissociation. However, minimizing the inter-dot distance is likely to amplify the interaction between the BQDs and may alter the operation of the device. Dealing with these effects is out of the scope of the present article and will be investigated in the future.

In conclusion, a setup is proposed for a TQD NEMS memory device based on the motion of a floating CQD. The coupling between the dots in the device is accounted for by considering explicitly the dependence of the electronic terms on the interdot distance. In particular, the single electron (tunneling) coupling and the many body (Coulomb and exchange) interaction terms are calculated self-consistently with an interdot mechanical response within a mixed quantum-classical
reduced density matrix formulation. The characteristics of the device were studied for different interdot mechanical binding potential strengths. Further characterization of other physical parameters will be explored in future studies. Finally, the proposed device is estimated to work at very high frequencies (higher than 1 GHz according to our rough estimate) and it also has the potential to exhibit large ON/OFF current ratios together with low switching power demands as well as zero hysteresis, zero mechanical bistability, and zero leakage currents.
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## Chapter 7

## Results Clarifcations and

## Extensions

In this chapter we extend some of the explanations and important derivations which appeared in the articles section at chapter 6 . For brevity, we shall refer to the three papers presented above in Chapters $6.1,6,2,6.3$ as Refs. 1, 2, 3, respectively.

### 7.1 Self consistent solution of QME with Canonical Classical Forces

In Ref. 1, the mechanical motion is treated using classical mechanics. It is important to clarify why this motion can be represented by classical terms.

Let's assume a typical QD mass of $m=10^{5}[a m u]=1.6 \times 10^{-22}[\mathrm{Kg}]$ and that the mechanical binding potential, a Morse potential, can be approximated to a parabolic function. Lastly, a typical energy difference, $\Delta \epsilon$, between the single particle orbitals is of the order of $0.1[\mathrm{eV}]$.

Treatment of this problem using quantum mechanics would require the use of the position operator $q=\sqrt{\frac{\hbar \omega}{K}}\left(c^{\dagger}+c\right)$. As stated in the conclusion of the article, an interdot binding force constant smaller than $K=0.01 \frac{\mathrm{eV}}{n m^{2}}$ would lead to dissociation, hence $\hbar \omega$, where $\omega=\sqrt{\frac{K}{m}}$, equals $3 \times 10^{-6} \mathrm{eV}$. It follows that $\sqrt{\frac{\hbar \omega}{K}}$ equals $\sqrt{3} \times 10^{-2}[\mathrm{~nm}]$.

Therefore, in order to induce a motion of $\Delta q=1[n m]$, the use of at least $10^{2}$ states would be required. Taking into consideration the typical margin of $\Delta \epsilon$, these states are quasi-continuous and therefore should be treated classically.

Hereon, we elaborate on the classical treatment which is the cornerstone of the derivation which appear in Ref. 1, Eq. 4. The reduced system Hamiltonian (Ref. 1, Eq. 3) is,

$$
\begin{equation*}
\hat{H}_{S}=\epsilon_{1}(q) a_{1}^{\dagger} a_{1}+\epsilon_{2}(q) a_{2}^{\dagger} a_{2}+U(q) a_{1}^{\dagger} a_{1} a_{2}^{\dagger} a_{2}+\frac{P^{2}}{2 m}+V(q) \tag{7.1}
\end{equation*}
$$

and by depicting explicit expression of the density in a matrix form, $\rho_{S}$, with coherences between the single-particle terms,

$$
\rho_{S}=\left(\begin{array}{cccc}
\rho_{11} & 0 & 0 & 0  \tag{7.2}\\
0 & \rho_{22} & \rho_{23} & 0 \\
0 & \rho_{32} & \rho_{33} & 0 \\
0 & 0 & 0 & \rho_{44}
\end{array}\right)
$$

the condition for the steady state solution, $\left\langle\frac{d \hat{H}_{S}}{d q}\right\rangle=\operatorname{tr}\left[\rho_{S} \frac{d}{d q} \hat{H}_{S}\right]=0$ (as explained in the section below Eq. 3 in Ref .1), can be analyzed. We proceed by writing the derivative of the system Hamiltonian in a matrix form,
$|00\rangle$
$\left(\begin{array}{cccc}\left\lvert\, 0 \frac{d}{d q} V(q)\right. & |01\rangle & |10\rangle & |11\rangle \\ \hline 0 & -\frac{d}{d q} V(q)+\frac{d}{d q} \varepsilon_{1}(q) & -\left\langle\varphi_{2}(q)\right|\left|\frac{d}{d q} \varphi_{1}(q)\right\rangle\left(\varepsilon_{1}(q)-\varepsilon_{2}(q)\right) \\ 0 & -\left\langle\varphi_{2}(q) \left\lvert\, \frac{d}{d q} \varphi_{1}(q)\right.\right\rangle\left(\varepsilon_{2}(q)-\varepsilon_{1}(q)\right) & -\frac{d}{d q} V(q)+\frac{d}{d q} \varepsilon_{2}(q) & 0 \\ 0 & 0 & 0 & 0\end{array}\right)$

Figure 7.1: The diagonal red terms are adiabatric force terms and the non-diagonal blue terms are non-adiabatric force terms.
the diagonal terms are adiabatic forces terms representing force due to the population on each DQD eigenstate, and the non-diagonal terms are non-adiabatic force terms representing forces due to population transfer between different DQD eigenstates.

As stated in Ref. 1, the relatively large DQD eigenvalues separation and the electronic interactions that exceed the level broadening induced by the DQD-leads coupling and temperature leads to rapid decoherence [77]. Hence coherences can be neglected at
steady state and the density matrix becomes diagonal at steady state (this is the well known secular approximation). Finally, the non-adiabatic force terms can be ignored under the trace and the expression for $\left\langle\frac{d \hat{H}_{S}}{d q}\right\rangle$ follows,

$$
\begin{equation*}
\left\langle\frac{d \hat{H}_{S}}{d q}\right\rangle=0=\epsilon_{1}^{\prime}(q)\left\langle a_{1}^{\dagger} a_{1}\right\rangle_{q}+\epsilon_{2}^{\prime}(q)\left\langle a_{2}^{\dagger} a_{2}\right\rangle_{q}+U^{\prime}(q)\left\langle a_{1}^{\dagger} a_{1} a_{2}^{\dagger} a_{2}\right\rangle_{q}+V^{\prime}(q) \hat{I} \tag{7.3}
\end{equation*}
$$

And the matrix form of Eq. 7.3 is the following,

$$
\begin{align*}
& \left\langle\frac{d \hat{H}_{S}}{d q}\right\rangle=\epsilon_{1}^{\prime}(q) \operatorname{tr}\left[\rho a_{1}^{\dagger} a_{1}\right]+\epsilon_{2}^{\prime}(q) \operatorname{tr}\left[\rho a_{2}^{\dagger} a_{2}\right]+U^{\prime}(q) \operatorname{tr}\left[\rho a_{1}^{\dagger} a_{1} a_{2}^{\dagger} a_{2}\right]+V^{\prime}(q) \operatorname{tr}[I]= \\
& \epsilon_{1}^{\prime}(q) \operatorname{tr}\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & P_{10} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & P_{11}
\end{array}\right)+\epsilon_{2}^{\prime}(q) \operatorname{tr}\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & P_{01} & 0 \\
0 & 0 & 0 & P_{11}
\end{array}\right)+ \\
& U^{\prime}(q) \operatorname{tr}\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & P_{11}
\end{array}\right)+V^{\prime}(q) \operatorname{tr}\left(\begin{array}{cccc}
P_{00} & 0 & 0 & 0 \\
0 & P_{10} & 0 & 0 \\
0 & 0 & P_{01} & 0 \\
0 & 0 & 0 & P_{11}
\end{array}\right)=  \tag{7.4}\\
& \operatorname{tr}\left(\begin{array}{c}
P_{00} E_{00}^{\prime}(q) \\
0
\end{array} P_{10} E_{10}^{\prime}(q)\right. \\
& 0 \\
& 0
\end{align*}
$$

where

$$
\left\{\begin{array}{l}
E_{00}(q)=V(q)  \tag{7.5}\\
E_{10}(q)=V(q)+\epsilon_{1}(q) \\
E_{01}(q)=V(q)+\epsilon_{2}(q) \\
\left.E_{11}(q)=V(q)+\epsilon_{1}(q)+\epsilon_{2}(q)+U(q)\right)
\end{array}\right.
$$

and after some more algebra, we finally derive the relation from Ref. 1, Eq. 4,

$$
\begin{equation*}
-\left\langle\frac{d H_{S}}{d q}\right\rangle=-\left[P_{00}(q) E_{00}^{\prime}(q)+P_{10}(q) E_{10}^{\prime}(q)+P_{01}(q) E_{01}^{\prime}(q)+P_{11}(q) E_{11}^{\prime}(q)\right] \tag{7.6}
\end{equation*}
$$

from which we can conclude that the force is a weighed average of the population multiplied by the derivative of the respective eigen-energy potential curve. And the effect of the leads amount to inducing particle transfer between the DQD eigenstates, and there is no charge transfer due to kinetic energy of the dots themselves.

### 7.2 Negative Differential Resistance - Further Derivations

The NDR phenomena in the single connection configuration (Ref. 2, table 2) can be analyzed analytically by using explicit terms of the coupling matrix elements to the tip and to the surface. Using equations 7,8 and 14 from Ref. 2 , the general coupling matrix elements to the tip reads $\left(\hat{f}_{T}=\hat{d}_{1}\right)$,

$$
\begin{align*}
& \left.\left.\left|\langle 00| \hat{f}_{T}\right| 01\right\rangle\left.\right|^{2}=\left|D_{12}\right|^{2},\left|\langle 00| \hat{f}_{T}\right| 10\right\rangle\left.\right|^{2}=\left|D_{11}\right|^{2} \\
& \left.\left.\left|\langle 11| \hat{f}_{T}\right| 01\right\rangle\left.\right|^{2}=0,\left|\langle 11| \hat{f}_{T}\right| 10\right\rangle\left.\right|^{2}=0 \\
& \left.\left.\left|\langle 00| \hat{f}_{T}^{\dagger}\right| 01\right\rangle\left.\right|^{2}=0,\left|\langle 00| \hat{f}_{T}^{\dagger}\right| 10\right\rangle\left.\right|^{2}=0  \tag{7.7}\\
& \left.\left.\left|\langle 11| \hat{f}_{T}^{\dagger}\right| 01\right\rangle\left.\right|^{2}=\left|D_{11}\right|^{2},\left|\langle 11| \hat{f}_{T}^{\dagger}\right| 10\right\rangle\left.\right|^{2}=\left|D_{12}\right|^{2}
\end{align*}
$$

and the general coupling matrix elements to the surface reads $\left(\hat{f}_{S}=\hat{d}_{1}+\hat{d}_{2}\right)$,

$$
\begin{align*}
& \left.\left.\left|\langle 00| \hat{f}_{S}\right| 01\right\rangle\left.\right|^{2}=\left|D_{12}+D_{22}\right|^{2},\left|\langle 00| \hat{f}_{S}\right| 10\right\rangle\left.\right|^{2}=\left|D_{11}+D_{21}\right|^{2} \\
& \left.\left.\left|\langle 11| \hat{f}_{S}\right| 01\right\rangle\left.\right|^{2}=0,\left|\langle 11| \hat{f}_{S}\right| 10\right\rangle\left.\right|^{2}=0  \tag{7.8}\\
& \left.\left.\left|\langle 00| \hat{f}_{S}\right| 01\right\rangle\left.\right|^{2}=0,\left|\langle 00| \hat{f}_{S}\right| 10\right\rangle\left.\right|^{2}=0 \\
& \left.\left.\left|\langle 11| \hat{f}_{S}\right| 01\right\rangle\left.\right|^{2}=\left|D_{11}+D_{21}\right|^{2},\left|\langle 11| \hat{f}_{S}\right| 10\right\rangle\left.\right|^{2}=\left|D_{12}+D_{22}\right|^{2}
\end{align*}
$$

In the symmetric case (Ref. 2, Eq. 15), the coupling matrix elements are further simplified. The matrix elements to the tip reads,

$$
\begin{align*}
\left.\left|\langle 00| \hat{f}_{T}\right| 01\right\rangle\left.\right|^{2} & \left.=\frac{1}{2}(1-s),\left|\langle 00| \hat{f}_{T}\right| 10\right\rangle\left.\right|^{2}=\frac{1}{2}(1+s) \\
\left.\left|\langle 11| \hat{f}_{T}\right| 01\right\rangle\left.\right|^{2} & \left.=0,\left|\langle 11| \hat{f}_{T}\right| 10\right\rangle\left.\right|^{2}=0  \tag{7.9}\\
\left.\left|\langle 00| \hat{f}_{T}^{\dagger}\right| 01\right\rangle\left.\right|^{2} & \left.=0,\left|\langle 00| \hat{f}_{T}^{\dagger}\right| 10\right\rangle\left.\right|^{2}=0 \\
\left.\left|\langle 11| \hat{f}_{T}^{\dagger}\right| 01\right\rangle\left.\right|^{2} & \left.=\frac{1}{2}(1+s),\left|\langle 11| \hat{f}_{T}^{\dagger}\right| 10\right\rangle\left.\right|^{2}=\frac{1}{2}(1-s)
\end{align*}
$$

and the matrix elements to the surface reads,

$$
\begin{align*}
& \left.\left.\left|\langle 00| \hat{f}_{S}\right| 01\right\rangle\left.\right|^{2}=0,\left|\langle 00| \hat{f}_{S}\right| 10\right\rangle\left.\right|^{2}=2(1+s), \\
& \left.\left.\left|\langle 11| \hat{f}_{S}\right| 01\right\rangle\left.\right|^{2}=0,\left|\langle 11| \hat{f}_{S}\right| 10\right\rangle\left.\right|^{2}=0 \\
& \left.\left.\left|\langle 00| \hat{f}_{S}\right| 01\right\rangle\left.\right|^{2}=0,\left|\langle 00| \hat{f}_{S}\right| 10\right\rangle\left.\right|^{2}=0,  \tag{7.10}\\
& \left.\left.\left|\langle 11| \hat{f}_{S}\right| 01\right\rangle\left.\right|^{2}=2(1+s),\left|\langle 11| \hat{f}_{S}\right| 10\right\rangle\left.\right|^{2}=0 .
\end{align*}
$$

Using these relations, we can derive analytic expressions for the steady state currents and populations for each distinctive bias potential step in the single connection configuration (Ref. 2, table 2), see Appendix C. The appendix is directed specifically to the symmetric case where the NDR is most pronounced (Ref. 2, fig. 2).

### 7.3 NEMS Memory Device - Additional Discussions

Apart from the degree of the inter-dot mechanical binding discussed in the NEMS TQD article in Ref. 3, there are other parameters that should be further optimized. The effect of using ligands of different compositions and lengths as well as the tunable electronic properties of the dots can lead to improved performance on one hand but also to nonfunctioning operation of the device on the other hand. This section is devoted to the study of those margins and constrains.

The inter-dot DQD separation for zero bias potential is denoted $q_{0}\left(q_{0_{A B}}\right.$ or $q_{0_{B C}}$ for the left and right sub-system respectively) and the separation can be controlled by the use of different ligands lengths. Fig. 7.2 shows the current of a DQD configuration as a function of $q_{0}$ and bias potential. The figure highlights the reading margin at $V_{R D}=\left[V_{R_{1}}, V_{R_{2}}\right]$ and the writing margin at $V_{W R}>V_{W_{0}}$ for an asymmetric, $E_{B}>\left\{E_{A}, E_{C}\right\}$ (Fig. 7.2, top plot), and a symmetric, $E_{B}=E_{A}=E_{C}$ (Fig. 7.2, bottom plot) scenarios. The white parts are non-operational regions. The electronics and mechanical coupling terms (Ref. 3, Eq. 3, 4 and 11) depend on $q_{0}$. This dependence leads to the observed shifts in the positions of the voltage steps at steady state, and in particular to sensitivity of the reading margin width.

Large $q_{0}{ }^{\prime} s$, reflecting long ligands, lead to both lower reading margins and smaller switching voltage ( $V_{W_{0}}-V_{R_{2}}$ ), the former is not desirable while the latter is desirable. Short $q_{0}{ }^{\prime} s$, lead to more robust values of the reading region in the expense of higher switching
voltages. Therefore, it is not always preferable to minimize $q_{0}$ infinitely, even if technology allows, due to the accompanied growing power demands. Another side effect of large $q_{0}{ }^{\prime} s$ is a minor reduction of readout capabilities due to lower peak to valley ratio in the current between the 'ON' (double dot current) and 'OFF' (single dot zero current) stable states. This reduction is more pronounced in the asymmetric case in comparison with the symmetric case.

A major difference between the top and bottom plots in Fig. 7.2 appears in the writing region. While in the symmetric case the entire range of $q_{0}{ }^{\prime} s$ values is accessible for writing, in the asymmetric case, only a more limited region is accessible, which is the reason for the non-operational white writing region for large values of $q_{0}{ }^{\prime} s$. This difference, which would only grow for growing asymmetries, reflects the fact that the probability for mechanical response due to the single particle orbital is more pronounced in the symmetric case than the asymmetric cases as discussed in Ref. 1.


Figure 7.2: Current as a function of interdot distance, $q_{0}$, and bias potentials $\Phi$ for an asymmetric (top) and symmetric (bottom) configurations. The colored regions highlight the writing and reading voltage margins for different ligands length which are reflected in $q_{0}$. The white parts are non-operational regions.

The operation capability of the TQD NEMS device depends also on the degree of asymmetry or size differences between each BQD and the FQD. The FQD should be larger than or equal the BQDs. Deviation from this requirement would cause undesirable operation of the device. Fig. 7.3 shows the interdot distance at steady state as a function of $E_{A}-E_{B}$ for the left sub-system (the same applies for $E_{C}-E_{B}$ for the right sub-system) and bias potential for a constant $q_{0}$. The dark red region in this plot points to an area where a switching response takes place. The dependence of the switching response on the asymmetry can be understood on the basis of the steady state populations of the different electronic states of the DQD, as discussed in Ref. 1.


Figure 7.3: The interdot distance (in $n m$ ) as a function of asymmetry, $E_{A}-E_{B}$ and bias potential. The dark red region indicates switching between a DQD to a SQD configuration under the appropriate lead, for $q_{0}=5 \mathrm{~nm}$.

Following the above analysis, it can be concluded that a delicate balance should be maintained in order to ensure a margin of safety between the mechanical binding strength, the degree of dots asymmetry and the ligand lengths, $q_{0}$, in order to ensure the flawless operation of the device.

## Chapter 8

## Discussion

The aim of the research presented above was to improve our understanding of colloidal quantum dots (CQD) clusters. Specifically, we modeled charge transport induced phenomena in colloidal double quantum dots (DQD) and developed new probes for inter-dot interactions. We also proposed a scheme for a nano-electromechanical device in which the principle of operation is based on our previous findings. For brevity, we shall refer to the three papers presented above in Chapters $6.1,6,2,6.3$ as Refs. $1,2,3$, respectively. The significance of the research is reflected in the fact that (1) the territory of mechanical coupling between CQDs has never been studied. The interaction between CQDs is controlled by their surface chemistry and by the organic ligands that link between the dots and therefore difficult to assess; (2) the extent to which single dot properties and the interactions between dots in an array are significant, in relation to observed transport properties in general and nonlinear effects in particular, is far from understood; (3) intermediate regimes of several interacting CQDs in which specific interdot interactions might be manifested in transport measurements have been hardly studied.

The research described in Ref. 1 proposed a new setup for inducing controlled mechanical motions of CQDs on a surface and for extracting information on the hard to characterize ligand-mediated effective interdot forces.

The model setup in the study was a DQD structure in an STM tip-DQD-substrate architecture (see Figure 1 in Ref. 1). The model elucidated the relation between electronic transport and mechanical motion within the DQD for parameters chosen in consistency with typical dimensions of CQDs structures. Typical values of quantum dot masses
and the chosen ligand-mediated interdot binding force constants allowed us to treat the motion classically.

The electro-mechanical coupling was accounted for by considering explicitly the dependence of the electronic terms on the interdot distance. In particular, the single electron (tunneling) coupling and the many body (Coulomb and exchange) interaction terms were calculated self-consistently with the interdot mechanical response within a mixed quantum-classical reduced density matrix formulation.

The DQD-leads (STM contacts) coupling was assumed to be weak based on typical values of tunneling barriers in STM setups. The leads were assumed to maintain a quasi-equilibrium density, while the many-body DQD system was evolved according to the reduced Liouville equation to second order in the coupling to the leads.

The steady-state response of the system to applied bias voltage between the tip and the substrate was found by using a self-consistent solution of the coupled electro-mechanical dynamical equations under the constraint of zero velocity and acceleration at steady state.

The motion was simultaneously, induced and evaluated, by applying a bias voltage and measuring the current through the STM setup. The correlation between the measured current and the mechanical motion was then demonstrated. The mechanical binding potential (Figure 2 in Ref. 1) was modeled using a generic Morse potential with parameters that controlled transitions from "weak" to "strong" binding. This potential was used to reflect the short-range repulsion and long-term attraction forces of the ligand-mediated force between the dots.

The calculations showed that charge transport can induce mechanical recoil and/or dissociation - transition from a DQD to a SQD. For strong interdot binding interaction (Figure 3 in Ref. 1), changes in interdot distances were minor for any bias. However, for weak binding, changes in interdot distances were significant, reflecting apparent mechanical response. The mechanical response was accompanied by apparent variations also in the current.

Another important characteristic was the dependency on the DQD symmetry. The difference between the dots is reflected in different LUMO energies, that is, $E_{A} \neq E_{B}$, which can be obtained by using CQDs with different sizes and compositions. Strong
mechanical response (dissociation) was observed for weak binding when the tip was coupled to the smaller dot or for symmetric dots (Figure 5 in Ref. 1). When the tip was coupled to the larger dot, the mechanical response was insignificant.

Finally, a Born-Oppenheimer interpretation of the steady-state response was formulated. The average electro-mechanical force was attributed to potential energy curves associated with the eigenstates of the DQD. The effective force was weighted according to the steady-state populations of each eigenstate (Figure 4 in Ref. 1). For strong binding, all the curves were attractive. For intermediate binding the highest curve became repulsive and for weak binding the two highest curves became repulsive. Mechanical response became apparent when the averaged force over all the curves multiplied by the population at each curve became repulsive. This was due to significant population transfer into the repulsive states. The two most significant contributions to the repulsion were the single electron eigenstate associated with an anti-bonding orbital and the two-body repulsion orbital.

In the work in Ref. 2 we extended our study to nonlinear effects in transport through arrays of CQDs, where the STM setup, with a strong mechanical binding potential between the dots, was shown to give rise to a non-linear NDR effect. It was found out that destructive interference between different pathways at the DQD-surface interface can give rise to an unexplored dark state. In particular, destructive interference through the antibonding orbital resulted in charging of a dark state that blocked the current through the DQD via Coulomb repulsion, and resulted in the appreciable NDR and a corresponding distinctive signal in the current-voltage curve.

Our theoretical analysis showed that an accurate probe measurement of the interdot interaction can be based on the measurement of this NDR signal. It can also provide meaningful information on the intricate electronic interaction between two neighboring dots in the DQD, and potentially be used to reveal the molecule like nature of the DQD.

Our task in Ref. 2 was two-fold. First, we wished to check the transport through different DQD configurations (see Table 1 in Ref. 2). In the absence of interactions between the dots in the DQD, the I-V curve reflected the behavior of a single transport channel with a single threshold energy. In the presence of interdot interactions, there was a shift of the threshold energy in all the different DQD configurations. The shift was found out to be indicative of the interdot coupling strength. The appearance of a
pronounced NDR effect appeared only in the case of the STM configuration described above. The NDR effect was absent in the case of parallel configuration (see Table 1, Row 3 in Ref. 2), where the tip was coupled to both dots.

Second, we studied the energetically allowed transition rates and the underlying coupling matrix elements in the two most interesting configurations (Table 2, Row 3 and 4 in Ref. 2 ), with which we could derive analytic expressions that clarified the NDR phenomena. It was found out that the antibonding state was trapped in a "dark state" with respect to the coupling to the surface, and was not contributing to the current. This was due to the unique connectivity in the STM configuration in which charging and discharging rates of the antibonding state were dramatically different. At the NDR voltage margin, other states could not be occupied because an additional finite charging energy was needed and so they remained empty and there was no contribution to the current, hence it dropped to zero. It was found that for higher voltages, the current builds up again.

The width of the NDR was found to depend on the distance between the dots due to the dependency on the electronic coupling terms, which in turn are controlled by the capping ligands. We suggested that the sensitivity of the NDR signal to the interdot distance strongly indicate that this particular NDR originates from our proposed unique dark state mechanism, because no other known NDR mechanism in the literature predicts such distance dependence.

Lastly, dependency on asymmetry of the two dots was studied. The NDR was found to be less pronounced for all asymmetries, where only a small drop in the current was observed when the tip was placed above the larger dot, and the NDR was completely missing when the tip was placed above the smaller dot (Figure 2 in Ref. 2). However, it was shown that NDR can still be pronounced for weakly asymmetric DQD structures for short interdot distances (Figure 3 in Ref. 2).

Additional perspective on the DQD characteristics was presented using a non-standard RC (resistor-capacitor) scheme. An orthodox classical kinetic RC schemes, where the two dots are modeled as separate entities connected by incoherent transition rates, couldn't be used in our model because of significant coherence relation between the dots. Therefore, in our model, each of the single-electron orbitals, and not each dot, was affixed with different RC parameters (Figure 4 in Ref. 1 and Figure 6 in Ref. 2). Each one of the DQD orbitals had different effective resistance and capacitance at the coupling
to the tip and to the surface which depended on the dot asymmetries and the different orbitals (bonding/antibonding).

The final waypoint of this research was the characterization of a novel nano-electromechanical memory device. The device, incorporating a triple CQDs structure (Figure 1 in Ref. 3), was based on the dissociation effect as presented in Ref. 1 and the NDR effect as presented in Ref. 2. The device was compared to conventional FLASH devices as well as to other state of the art nano-electromechanical memory devices, and it was elaborated that unlike other devices, the conventional classical electrostatic and mechanical modeling was not sufficient in this case.

The device consisted of 2 bound quantum dots placed at the two edges of the device and 1 floating quantum dot that was placed between them and can transit between each bound dot to the other. The device was divided into two isolated sub-systems under the assumption of zero interaction between the bound dots. Each sub-system consisted of 1 bound dot and, depending on the state of the device, an additional floating dot.

The bias potential margins of the write and read commands of the device were presented in Figure 2 in Ref. 3. The write command controlled the switching between the left and right sub-system configurations and the read command probed the current of the left configuration and depended on the specific state of the device. In particular, measurement of the current before a mechanical floating implied charge transport through two dots (bound and floating dots) and high current probing, corresponding to an 'ON' state, while measurement of the current after a mechanical response implied charge transport through a single bound dot and zero current, corresponding to an 'OFF' state.

The most crucial consideration for the proper operation of the device was shown to be the degree of the interdot mechanical binding strength (Figure 2 in Ref. 3). Similarly to Ref. 2, a strong mechanical binding potential led to a current drop, which served as indication for non-proper operation of the device. Further operation and optimization considerations are presented in section 7.3

Several key advantages of the CQDs NEMS device were pointed out. Ordinary mechanical bistability and the accompanied $I-V$ hysteresis was shown to be non-existent in this device, implying zero trade-off between the conventional motivation to reduce the switching voltage and controlling the ON/OFF currents ratio. Also, the 'ON' or 'OFF'
states were shown to be not affected by charging effects, implying the possibility of zero current leakage. Lastly, the write operation frequency was estimated based on an interdot oscillation frequency and the resultant frequency was estimated to be higher than that of current non-volatile FLASH memory devices.

Appendix A

## Hamiltonian of a Double <br> Quantum Dot with spin

We start by writing the general Hamiltonian in the case of two (real) spatial orbitals (including Spin), $i, j, k, l \in\{1 \alpha, 1 \beta, 2 \alpha, 2 \beta\},\left\{\varphi_{1}, \varphi_{2}\right\} \in R$ which reduces from the full Hamiltonian (eq. 4.15 in the text) to:

$$
\begin{align*}
H_{M}=\varepsilon_{1} a_{1 \alpha}^{\dagger} & a_{1 \alpha}+\varepsilon_{1} a_{1 \beta}^{\dagger} a_{1 \beta}+\varepsilon_{2} a_{2 \alpha}^{\dagger} a_{2 \alpha}+\varepsilon_{2} a_{2 \beta}^{\dagger} a_{2 \beta}+t a_{1 \alpha}^{\dagger} a_{2 \alpha}+t a_{1 \beta}^{\dagger} a_{2 \beta}+t a_{2 \alpha}^{\dagger} a_{1 \alpha} \\
& +t a_{2 \beta}^{\dagger} a_{1 \beta}+U_{11} a_{1 \alpha}^{\dagger} a_{1 \alpha} a_{1 \beta}^{\dagger} a_{1 \beta}+U_{22} a_{2 \alpha}^{\dagger} a_{2 \alpha} a_{1 \beta}^{\dagger} a_{1 \beta}+\left(U_{12}\right. \\
& \left.-U_{e x}\right)\left[a_{1 \alpha}^{\dagger} a_{1 \alpha} a_{2 \alpha}^{\dagger} a_{2 \alpha}+a_{1 \beta}^{\dagger} a_{1 \beta} a_{2 \beta}^{\dagger} a_{2 \beta}\right]+U_{12}\left[a_{1 \alpha}^{\dagger} a_{1 \alpha} a_{2 \beta}^{\dagger} a_{2 \beta}\right. \\
& \left.+a_{2 \alpha}^{\dagger} a_{2 \alpha} a_{1 \beta}^{\dagger} a_{1 \beta}\right]+S_{1}\left[a_{1 \alpha}^{\dagger} a_{1 \alpha} a_{1 \beta}^{\dagger} a_{2 \beta}+a_{1 \alpha}^{\dagger} a_{1 \alpha} a_{2 \beta}^{\dagger} a_{1 \beta}+a_{1 \beta}^{\dagger} a_{1 \beta} a_{1 \alpha}^{\dagger} a_{2 \alpha}\right. \\
& \left.+a_{1 \beta}^{\dagger} a_{1 \beta} a_{2 \alpha}^{\dagger} a_{1 \alpha}\right]+S_{2}\left[a_{2 \alpha}^{\dagger} a_{2 \alpha} a_{1 \beta}^{\dagger} a_{2 \beta}+a_{2 \alpha}^{\dagger} a_{2 \alpha} a_{2 \beta}^{\dagger} a_{1 \beta}+a_{2 \beta}^{\dagger} a_{2 \beta} a_{1 \alpha}^{\dagger} a_{2 \alpha}\right. \\
& \left.+a_{2 \beta}^{\dagger} a_{2 \beta} a_{2 \alpha}^{\dagger} a_{1 \alpha}\right]+U_{e x}\left[a_{1 \alpha}^{\dagger} a_{2 \alpha} a_{1 \beta}^{\dagger} a_{2 \beta}+a_{1 \alpha}^{\dagger} a_{2 \alpha} a_{2 \beta}^{\dagger} a_{1 \beta}+a_{2 \alpha}^{\dagger} a_{2 \alpha} a_{1 \beta}^{\dagger} a_{2 \beta}\right. \\
& \left.+a_{2 \alpha}^{\dagger} a_{1 \alpha} a_{2 \beta}^{\dagger} a_{1 \beta}\right] \tag{A1}
\end{align*}
$$

where the single particle energies are,

$$
\begin{gather*}
\varepsilon_{i}=\langle i| \hat{h}|i\rangle=\int d r \varphi_{i}^{*}(r)\left[\frac{-\hbar^{2}}{2 m_{e}} \nabla_{r}^{2}+V(r)\right] \varphi_{i}(r) \\
\varepsilon_{1}=\int d r \varphi_{1}^{*}(r)\left[\frac{-\hbar^{2}}{2 m_{e}} \nabla_{r}^{2}+V(r)\right] \varphi_{1}(r) \\
\varepsilon_{2}=\int d r \varphi_{2}^{*}(r)\left[\frac{-\hbar^{2}}{2 m_{e}} \nabla_{r}^{2}+V(r)\right] \varphi_{2}(r) \\
t=\int d r \varphi_{2}^{*}(r)\left[\frac{-\hbar^{2}}{2 m_{e}} \nabla_{r}^{2}+V(r)\right] \varphi_{1}(r) \tag{A2}
\end{gather*}
$$

and the two-particle interaction energies terms are,

$$
\begin{align*}
& U_{11}=\langle 1,1 \mid 1,1\rangle=\int d r_{1} \int d r_{2} \varphi_{1}^{*}\left(r_{1}\right) \varphi_{1}^{*}\left(r_{2}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \varphi_{1}\left(r_{1}\right) \varphi_{1}\left(r_{2}\right) \\
& U_{22}=\langle 2,2 \mid 2,2\rangle=\int d r_{1} \int d r_{2} \varphi_{2}^{*}\left(r_{1}\right) \varphi_{2}^{*}\left(r_{2}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \varphi_{2}\left(r_{1}\right) \varphi_{2}\left(r_{2}\right) \\
& U_{12}=\langle 1,2 \mid 1,2\rangle=\int d r_{1} \int d r_{2} \varphi_{1}^{*}\left(r_{1}\right) \varphi_{2}^{*}\left(r_{2}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \varphi_{1}\left(r_{1}\right) \varphi_{2}\left(r_{2}\right) \\
& U_{e x}=\langle 1,2 \mid 2,1\rangle=\int d r_{1} \int d r_{2} \varphi_{1}^{*}\left(r_{1}\right) \varphi_{2}^{*}\left(r_{2}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \varphi_{2}\left(r_{1}\right) \varphi_{1}\left(r_{2}\right) \\
& S_{1}=\langle 1,1 \mid 1,2\rangle=\int d r_{1} \int d r_{2} \varphi_{1}^{*}\left(r_{1}\right) \varphi_{1}^{*}\left(r_{2}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \varphi_{1}\left(r_{1}\right) \varphi_{2}\left(r_{2}\right) \\
& S_{2}=\langle 2,2 \mid 2,1\rangle=\int d r_{1} \int d r_{2} \varphi_{2}^{*}\left(r_{1}\right) \varphi_{2}^{*}\left(r_{2}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \varphi_{2}\left(r_{1}\right) \varphi_{1}\left(r_{2}\right) \tag{A3}
\end{align*}
$$

* As presented in the text (eq. 5.10), only the terms, $U_{12}$ and $U_{e x}$, are relevant for a single spin model.

Deducing the above two (real) spatial orbitals Hamiltonian (with Spin) is based on the application of the following two restrictions:

1. No spin transitions: $\left\{\begin{array}{l}\operatorname{spin}(i)=\operatorname{spin}(k) \\ \operatorname{spin}(j)=\operatorname{spin}(l)\end{array}\right.$
2. Only one Fermion per single spin-orbital state $\left\{\begin{array}{l}i \neq j \\ l \neq k\end{array}\right.$

Using those restrictions, we present a detailed derivation of the allowed two-particle interaction terms of the system Hamiltonian (Eq. A1).

The presentation of the allowed terms, presented below, follow a specific pattern. The first and second terms $\left(\hat{a}_{i}^{\dagger}, \hat{a}_{j}^{\dagger}\right)$ are all the possible (second restriction - only one fermion can be created in each spin-orbital state) creation operators combination. In analog, the third and fourth terms ( $\hat{a}_{l}, \hat{a}_{k}$ ) are all the possible (second restriction again) destruction operators combinations. Additionally, the relation between the first two terms and the last two terms follow the first restriction which state the prohibition on spin transitions.

Therefore, the general interaction term, $\hat{a}_{i}^{\dagger} \hat{a}_{j}^{\dagger} \hat{a}_{l} \hat{a}_{k}$ (Eq. 4.15), is presented as follows:

$$
\hat{a}_{i}^{\dagger} \hat{a}_{j}^{\dagger}\left\{\begin{array}{l}
\hat{a}_{l 1}\left\{\begin{array}{l}
\hat{a}_{k 1} \\
\hat{a}_{k 2}
\end{array}\right. \\
\hat{a}_{l 2}\left\{\begin{array}{l}
\hat{a}_{k 1} \\
\hat{a}_{k 2}
\end{array}\right.
\end{array}\right.
$$

where $\hat{a}_{l 1}, \hat{a}_{l 2}, \hat{a}_{k 1}, \hat{a}_{k 2}$ are the different allowed terms. The terms in brackets are the corresponding coefficients of each interaction term, $\langle i, j \mid k, l\rangle$.

$$
\begin{aligned}
& \hat{a}_{1 \alpha}^{+} \hat{a}_{2 \alpha}^{+}\left\{\begin{array} { l } 
{ \hat { a } _ { 1 \alpha } \{ \begin{array} { l } 
{ } \\
{ \hat { a } _ { 2 \alpha } - \langle 1 , 2 , 2 , 1 \rangle } \\
{ \hat { a } _ { 2 \alpha } \{ \begin{array} { l } 
{ \hat { a } _ { 1 \alpha } - \langle 1 , 2 , 1 , 2 \rangle }
\end{array} }
\end{array} \quad \hat { a } _ { 1 \alpha } ^ { + } \hat { a } _ { 1 \beta } ^ { + } \{ \begin{array} { l } 
{ \hat { a } _ { 1 \beta } \{ \begin{array} { l } 
{ \hat { a } _ { 1 \alpha } - \langle 1 , 1 , 1 , 1 \rangle } \\
{ \hat { a } _ { 2 \alpha } - \langle 1 , 1 , 2 , 1 \rangle }
\end{array} } \\
{ \hat { a } _ { 2 \beta } \{ \begin{array} { l } 
{ \hat { a } _ { 1 \alpha } - \langle 1 , 1 , 1 , 2 \rangle } \\
{ \hat { a } _ { 2 \alpha } - \langle 1 , 1 , 2 , 2 \rangle }
\end{array} }
\end{array} \quad \hat { a } _ { 1 \alpha } ^ { + } \hat { a } _ { 2 \beta } ^ { + } }
\end{array} \left\{\begin{array}{l}
\hat{a}_{1 \beta}\left\{\begin{array}{l}
\hat{a}_{1 \alpha}-\langle 1,2,1,1\rangle \\
\hat{a}_{2 \alpha}-\langle 1,2,2,1\rangle
\end{array}\right. \\
\hat{a}_{2 \beta}\left\{\begin{array}{l}
\hat{a}_{1 \alpha}-\langle 1,2,1,2\rangle \\
\hat{a}_{2 \alpha}-\langle 1,2,2,2\rangle
\end{array}\right.
\end{array}\right.\right. \\
& \hat{a}_{2 \alpha}^{+} \hat{a}_{1 \alpha}^{+}\left\{\begin{array}{l}
\hat{a}_{1 \alpha}\left\{\begin{array} { l } 
{ } \\
{ \hat { a } _ { 2 \alpha } - \langle 2 , 1 , 2 , 1 \rangle }
\end{array} \quad \hat { a } _ { 2 \alpha } ^ { + } \hat { a } _ { 1 \beta } ^ { + } \left\{\begin{array}{l}
\hat{a}_{1 \beta}\left\{\begin{array}{l}
\hat{a}_{1 \alpha}-\langle 2,1,1,1\rangle \\
\hat{a}_{2 \alpha}-\langle 2,1,2,1\rangle
\end{array}\right. \\
\hat{a}_{2 \alpha}\left\{\begin{array} { l } 
{ \hat { a } _ { 1 \alpha } - \langle 2 , 1 , 1 , 2 \rangle }
\end{array} \quad \hat { a } _ { 2 \alpha } ^ { + } \hat { a } _ { 2 \beta } ^ { + } \left\{\begin{array} { l } 
{ \hat { a } _ { 1 \alpha } - \langle 2 , 1 , 1 , 2 \rangle } \\
{ \hat { a } _ { 2 \beta } \{ \begin{array} { l } 
{ \hat { a } _ { 1 \alpha } - \langle 2 , 2 , 1 , 1 \rangle } \\
{ \hat { a } _ { 2 \alpha } - \langle 2 , 1 , 2 , 2 \rangle }
\end{array} }
\end{array} \left\{\begin{array}{l}
\hat{a}_{2 \beta}-\langle 2,2,1\rangle
\end{array}\right.\right.\right. \\
\hat{a}_{1 \alpha}-\langle 2,2,1,2\rangle \\
\hat{a}_{2 \alpha}-\langle 2,2,2,2\rangle
\end{array}\right.\right.
\end{array}\right.
\end{aligned}
$$

$$
\hat{a}_{1 \beta}^{+} \hat{a}_{1 \alpha}^{+}\left\{\begin{array} { l } 
{ \hat { a } _ { 1 \alpha } \{ \begin{array} { l } 
{ \hat { a } _ { 1 \beta } - \langle 1 , 1 , 1 , 1 \rangle } \\
{ \hat { a } _ { 2 \beta } - \langle 1 , 1 , 2 , 1 \rangle }
\end{array} } \\
{ \hat { a } _ { 2 \alpha } \{ \begin{array} { l } 
{ \hat { a } _ { 1 \beta } - \langle 1 , 1 , 1 , 2 \rangle } \\
{ \hat { a } _ { 2 \beta } - \langle 1 , 1 , 2 , 2 \rangle }
\end{array} }
\end{array} \hat { a } _ { 1 \beta } ^ { + } \hat { a } _ { 2 \alpha } ^ { + } \left\{\begin{array} { l } 
{ \hat { a } _ { 1 \alpha } \{ \begin{array} { l } 
{ \hat { a } _ { 1 \beta } - \langle 1 , 2 , 1 , 1 \rangle } \\
{ \hat { a } _ { 2 \beta } - \langle 1 , 2 , 2 , 1 \rangle }
\end{array} }  \tag{A6}\\
{ \hat { a } _ { 2 \alpha } \{ \begin{array} { l } 
{ \hat { a } _ { 1 \beta } - \langle 1 , 2 , 1 , 2 \rangle } \\
{ \hat { a } _ { 2 \beta } - \langle 1 , 2 , 2 , 2 \rangle }
\end{array} }
\end{array} \hat { a } _ { 1 \beta } ^ { + } \hat { a } _ { 2 \beta } ^ { + } \left\{\begin{array} { l } 
{ \hat { a } _ { 1 \beta } \{ \hat { a } _ { 2 \beta } - \langle 1 , 2 , 2 , 1 \rangle }
\end{array} \hat { a } _ { 2 \beta } \left\{\begin{array}{l}
\hat{a}_{1 \beta}-\langle 1,2,1,2\rangle
\end{array}\right.\right.\right.\right.
$$

$\hat{a}_{2 \beta}^{+} \hat{a}_{1 \alpha}^{+}\left\{\begin{array}{l}\hat{a}_{1 \alpha} \begin{array}{l}\hat{a}_{1 \beta}-\langle 2,1,1,1\rangle \\ \hat{a}_{2 \beta}-\langle 2,1,2,1\rangle\end{array} \\ \hat{a}_{2 \alpha}\left\{\begin{array}{l}\hat{a}_{1 \beta}-\langle 2,1,1,2\rangle \\ \hat{a}_{2 \beta}-\langle 2,1,2,2\rangle\end{array}\right.\end{array}\right.$

$$
\hat{a}_{2 \beta}^{+} \hat{a}_{2 \alpha}^{+}\left\{\begin{array} { l } 
{ \hat { a } _ { 1 \alpha } \{ \begin{array} { l } 
{ \hat { a } _ { 1 \beta } - \langle 2 , 2 , 1 , 1 \rangle } \\
{ \hat { a } _ { 2 \beta } - \langle 2 , 2 , 2 , 1 \rangle }
\end{array} } \\
{ \hat { a } _ { 2 \alpha } \{ \begin{array} { l } 
{ \hat { a } _ { 1 \beta } - \langle 2 , 2 , 1 , 2 \rangle } \\
{ \hat { a } _ { 2 \beta } - \langle 2 , 2 , 2 , 2 \rangle }
\end{array} }
\end{array} \hat { a } _ { 2 \beta } ^ { + } \hat { a } _ { 1 \beta } ^ { + } \left\{\begin{array} { l } 
{ \hat { a } _ { 1 \beta } \{ \hat { a } _ { 2 \beta } - \langle 2 , 1 , 2 , 1 \rangle }
\end{array} \left\{\begin{array}{l}
\hat{a}_{2 \beta}-\langle 2,1,1,2\rangle
\end{array}\right.\right.\right.
$$

After rearrangement of the terms, we get,

$$
\begin{aligned}
& \hat{a}_{1 \alpha}^{+} \hat{a}_{1 \alpha} \hat{a}_{1 \beta}^{+} \hat{a}_{1 \beta}[\langle 1,1,1,1\rangle+\langle 1,1,1,1\rangle] \\
& \hat{a}_{2 \alpha}^{+} \hat{a}_{2 \alpha} \hat{a}_{2 \beta}^{+} \hat{a}_{2 \beta}[\langle 2,2,2,2\rangle+\langle 2,2,2,2\rangle] \\
& \hat{a}_{1 \alpha}^{+} \hat{a}_{1 \alpha} \hat{a}_{2 \alpha}^{+} \hat{a}_{2 \alpha}[\langle 2,1,2,1\rangle-\langle 2,1,1,2\rangle-\langle 1,2,2,1\rangle+\langle 1,2,1,2\rangle] \\
& \hat{a}_{1 \beta}^{+} \hat{a}_{1 \beta} \hat{a}_{2 \beta}^{+} \hat{a}_{2 \beta}[\langle 2,1,2,1\rangle-\langle 2,1,1,2\rangle-\langle 1,2,2,1\rangle+\langle 1,2,1,2\rangle] \\
& \hat{a}_{1 \alpha}^{+} \hat{a}_{1 \alpha} \hat{a}_{2 \beta}^{+} \hat{a}_{2 \beta}[\langle 2,1,2,1\rangle+\langle 1,2,1,2\rangle] \\
& \hat{a}_{2 \alpha}^{+} \hat{a}_{2 \alpha} \hat{a}_{1 \beta}^{+} \hat{a}_{1 \beta}[\langle 2,1,2,1\rangle+\langle 1,2,1,2\rangle] \\
& \hat{a}_{1 \alpha}^{+} \hat{a}_{1 \alpha} \hat{a}_{1 \beta}^{+} \hat{a}_{2 \beta}[\langle 1,1,1,2\rangle+\langle 1,1,2,1\rangle] \\
& \hat{a}_{1 \alpha}^{+} \hat{a}_{1 \alpha} \hat{a}_{1 \beta} \hat{a}_{2 \beta}^{+}[-\langle 2,1,1,1\rangle-\langle 1,2,1,1\rangle] \\
& \hat{a}_{2 \alpha}^{+} \hat{a}_{2 \alpha} \hat{a}_{1 \beta}^{+} \hat{a}_{2 \beta}[\langle 2,1,2,2\rangle+\langle 1,1,2,2\rangle] \\
& \hat{a}_{2 \alpha}^{+} \hat{a}_{2 \alpha} \hat{a}_{1 \beta} \hat{a}_{2 \beta}^{+}[-\langle 2,2,2,1\rangle-\langle 2,2,1,2\rangle] \\
& \hat{a}_{1 \alpha}^{+} \hat{a}_{2 \alpha} \hat{a}_{1 \beta}^{+} \hat{a}_{1 \beta}[\langle 1,1,2,1\rangle+\langle 1,1,1,2\rangle] \\
& \hat{a}_{1 \alpha} \hat{a}_{2 \alpha}^{+} \hat{a}_{1 \beta}^{+} \hat{a}_{1 \beta}[-\langle 2,1,1,1\rangle-\langle 1,2,1,1\rangle] \\
& \hat{a}_{1 \alpha}^{+} \hat{a}_{2 \alpha} \hat{a}_{2 \beta}^{+} \hat{a}_{2 \beta}[\langle 2,1,2,2\rangle+\langle 1,2,2,2\rangle] \\
& \hat{a}_{1 \alpha} \hat{a}_{2 \alpha}^{+} \hat{a}_{2 \beta}^{+} \hat{a}_{2 \beta}[-\langle 2,2,1,2\rangle-\langle 2,2,2,1\rangle] \\
& \hat{a}_{1 \alpha}^{+} \hat{a}_{2 \alpha} \hat{a}_{1 \beta}^{+} \hat{a}_{2 \beta}[\langle 1,1,2,2\rangle+\langle 1,1,2,2\rangle] \\
& \hat{a}_{1 \alpha}^{+} \hat{a}_{2 \alpha} \hat{a}_{1 \beta} \hat{a}_{2 \beta}^{+}[-\langle 2,1,1,2\rangle-\langle 1,2,2,1\rangle] \\
& \hat{a}_{1 \alpha} \hat{a}_{2 \alpha}^{+} \hat{a}_{1 \beta}^{+} \hat{a}_{2 \beta}[-\langle 2,1,1,2\rangle-\langle 1,2,2,1\rangle] \\
& \hat{a}_{1 \alpha} \hat{a}_{2 \alpha}^{+} \hat{a}_{1 \beta} \hat{a}_{2 \beta}^{+}[\langle 2,2,1,1\rangle+\langle 2,2,1,1\rangle]
\end{aligned}
$$

And by associating the following abbreviations to each to the different terms, we finally derive the general Hamiltonian including Spin (eq. A1),

$$
\begin{aligned}
& (i, j, k, l)=(j, i, l, k) \\
& (i, j, k, l)=(k, l, i, j)^{*} \\
& \Rightarrow \\
& U_{11}=(1,1,1,1) \\
& U_{22}=(2,2,2,2) \\
& U_{12}=(1,2,1,2)=(2,1,2,1) \\
& U_{e x}=(1,2,2,1)=(2,1,1,2)=(2,2,1,1) \\
& S_{1}=(1,1,1,2)=(1,2,1,1) \\
& S_{2}=(2,2,2,1)=(2,1,2,2)
\end{aligned}
$$

## Appendix B

## Hamiltonian Interactions

We start the derivation of the Coulomb interaction terms by rewriting Eq. 5.10 from the main text in the following way,

$$
\begin{equation*}
\varphi_{i}(r)=\frac{a_{i}}{\sqrt{a_{i}^{2}+b_{i}^{2}+2 S a_{i} b_{i}}} \chi_{a}(r)+\frac{b_{i}}{\sqrt{a_{i}^{2}+b_{i}^{2}+2 S a_{i} b_{i}}} \chi_{b}(r) ; i=1,2 \tag{B1}
\end{equation*}
$$

Using $\varphi_{i}(r)$ we can derive the following useful expression

$$
\begin{align*}
& \varphi_{i}\left(r_{1,2}\right) \varphi_{k}\left(r_{1,2}\right) \\
& =\frac{a_{i} a_{k} \chi_{a}\left(r_{1,2}\right) \chi_{a}\left(r_{1,2}\right)+b_{i} b_{k} \chi_{b}\left(r_{1,2}\right) \chi_{b}\left(r_{1,2}\right)+\left(a_{i} b_{k}+b_{i} a_{k}\right) \chi_{a}\left(r_{1,2}\right) \chi_{b}\left(r_{1,2}\right)}{\sqrt{a_{i}^{2}+b_{i}^{2}+2 S a_{i} b_{i}} \sqrt{a_{k}^{2}+b_{k}^{2}+2 S a_{k} b_{k}}} \\
& \varphi_{i}\left(r_{1}\right) \varphi_{k}\left(r_{1}\right)=\frac{a_{i} a_{k} \chi_{a}\left(r_{1}\right) \chi_{a}\left(r_{1}\right)+b_{i} b_{k} \chi_{b}\left(r_{1}\right) \chi_{b}\left(r_{1}\right)+\left(a_{i} b_{k}+b_{i} a_{k}\right) \chi_{a}\left(r_{1}\right) \chi_{b}\left(r_{1}\right)}{\sqrt{a_{i}^{2}+b_{i}^{2}+2 S a_{i} b_{i}} \sqrt{a_{k}^{2}+b_{k}^{2}+2 S a_{k} b_{k}}} \\
& \varphi_{j}\left(r_{2}\right) \varphi_{l}\left(r_{2}\right)=\frac{a_{j} a_{l} \chi_{a}\left(r_{2}\right) \chi_{a}\left(r_{2}\right)+b_{j} b_{l} \chi_{b}\left(r_{2}\right) \chi_{b}\left(r_{2}\right)+\left(a_{j} b_{l}+b_{j} a_{l}\right) \chi_{a}\left(r_{2}\right) \chi_{b}\left(r_{2}\right)}{\sqrt{a_{j}^{2}+b_{j}^{2}+2 S a_{j} b_{j}} \sqrt{a_{l}^{2}+b_{l}^{2}+2 S a_{l} b_{l}}} \tag{B2}
\end{align*}
$$

where the Gaussian $\left(\chi_{a, b}(r)\right)$ product terms are,

$$
\begin{gather*}
\chi_{a}(r) \chi_{a}(r)=\left(\frac{\alpha}{\pi}\right)^{3 / 2} e^{-\alpha\left(r-R_{a}\right)^{2}} \equiv \chi_{a a}(r) \\
\chi_{b}(r) \chi_{b}(r)=\left(\frac{\alpha}{\pi}\right)^{3 / 2} e^{-\alpha\left(r-R_{b}\right)^{2}} \equiv \chi_{b b}(r) \\
\chi_{a}(r) \chi_{b}(r)=\left(\frac{\alpha}{\pi}\right)^{3 / 2} e^{-\frac{\alpha}{4}\left(R_{a}-R_{b}\right)^{2}} e^{-\frac{\alpha}{4}\left(r-\left[R_{a}+R_{b}\right] / 2\right)^{2}}=e^{-\frac{\alpha}{4}\left(R_{a}-R_{b}\right)^{2}} \chi_{a b}(r) \tag{B3}
\end{gather*}
$$

Using these relations, we can write explicit expression for the Coulomb integral,

$$
\begin{align*}
& \langle i j \mid k l\rangle=\int d r_{1} \int d r_{2} \varphi_{i}\left(r_{1}\right) \varphi_{k}\left(r_{1}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \varphi_{j}\left(r_{2}\right) \varphi_{l}\left(r_{2}\right) \\
& =\frac{1}{\sqrt{a_{i}^{2}+b_{i}^{2}+2 S a_{i} b_{i}} \sqrt{a_{k}^{2}+b_{k}^{2}+2 S a_{k} b_{k}} \sqrt{a_{j}^{2}+b_{j}^{2}+2 S a_{j} b_{j}} \sqrt{a_{l}^{2}+b_{l}^{2}+2 S a_{l} b_{l}}} \\
& \cdot\left[a_{i} a_{k} a_{j} a_{l} \int d r_{1} \int d r_{2} \chi_{a a}\left(r_{1}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \chi_{a a}\left(r_{2}\right)\right. \\
& +a_{i} a_{k} a_{j} a_{l} \int d r_{1} \int d r_{2} \chi_{a a}\left(r_{1}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \chi_{b b}\left(r_{2}\right) \\
& +a_{i} a_{k}\left(a_{j} b_{l}+b_{j} a_{l}\right) e^{-\frac{\alpha}{4}\left(R_{a}-R_{b}\right)^{2}} \int d r_{1} \int d r_{2} \chi_{a a}\left(r_{1}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \chi_{a b}\left(r_{2}\right) \\
& +b_{i} b_{k} a_{j} a_{l} \int d r_{1} \int d r_{2} \chi_{b b}\left(r_{1}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \chi_{a a}\left(r_{2}\right) \\
& +b_{i} b_{k} b_{j} b_{l} \int d r_{1} \int d r_{2} \chi_{b b}\left(r_{1}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \chi_{b b}\left(r_{2}\right) \\
& +b_{i} b_{k}\left(a_{j} b_{l}+b_{j} a_{l}\right) e^{-\frac{\alpha}{4}\left(R_{a}-R_{b}\right)^{2}} \int d r_{1} \int d r_{2} \chi_{b b}\left(r_{1}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \chi_{a b}\left(r_{2}\right) \\
& +\left(a_{i} b_{k}+b_{i} a_{k}\right) a_{j} a_{l} e^{-\frac{\alpha}{4}\left(R_{a}-R_{b}\right)^{2} \int d r_{1} \int d r_{2} \chi_{a b}\left(r_{1}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \chi_{a a}\left(r_{2}\right)} \\
& +\left(a_{i} b_{k}+b_{i} a_{k}\right) b_{j} b_{l} e^{-\frac{\alpha}{4}\left(R_{a}-R_{b}\right)^{2} \int d r_{1} \int d r_{2} \chi_{a b}\left(r_{1}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \chi_{b b}\left(r_{2}\right)} \\
& +\left(a_{i} b_{k}+b_{i} a_{k}\right)\left(a_{j} b_{l}+b_{j} a_{l}\right) e^{-\frac{\alpha}{4}\left(R_{a}-R_{b}\right)^{2}} \int d r_{1} \int d r_{2} \chi_{a b}\left(r_{1}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \chi_{a b}\left(r_{2}\right) . \tag{B4}
\end{align*}
$$

Using the identity:

$$
\begin{equation*}
\int d r_{1} \int d r_{2}\left(\frac{p}{\pi}\right)^{3 / 2} e^{-p\left(r_{1}-R_{p}\right)^{2}}\left(\frac{q}{\pi}\right)^{3 / 2} e^{-q\left(r_{1}-R_{q}\right)^{2}} \frac{1}{\left|r_{1}-r_{2}\right|}=\frac{\operatorname{erf}\left[\sqrt{\frac{p q}{p+q}}\left|R_{p}-R_{q}\right|\right]}{\left|R_{p}-R_{q}\right|} \tag{B5}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{erf}[x]=\frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^{2}} d t \tag{B6}
\end{equation*}
$$

the Gaussian integrals are written as

$$
\begin{aligned}
& \int d r_{1} \int d r_{2} \frac{\chi_{a a}\left(r_{1}\right) \chi_{a a}\left(r_{2}\right)}{\left|r_{1}-r_{2}\right|}=\int d r_{1} \int d r_{2} \frac{\chi_{b b}\left(r_{1}\right) \chi_{b b}\left(r_{2}\right)}{\left|r_{1}-r_{2}\right|}=\int d r_{1} \int d r_{2} \frac{\chi_{a b}\left(r_{1}\right) \chi_{a b}\left(r_{2}\right)}{\left|r_{1}-r_{2}\right|} \\
& =\sqrt{\frac{2 \alpha}{\pi}}
\end{aligned}
$$

$$
\begin{gather*}
\int d r_{1} \int d r_{2} \frac{\chi_{a a}\left(r_{1}\right) \chi_{b b}\left(r_{2}\right)}{\left|r_{1}-r_{2}\right|}=\frac{\operatorname{erf}\left[\sqrt{\frac{\alpha}{2}}\left|R_{a}-R_{b}\right|\right]}{\left|R_{a}-R_{b}\right|} \\
\int d r_{1} \int d r_{2} \frac{\chi_{a a}\left(r_{1}\right) \chi_{a b}\left(r_{2}\right)}{\left|r_{1}-r_{2}\right|}=\int d r_{1} \int d r_{2} \frac{\chi_{b b}\left(r_{1}\right) \chi_{a b}\left(r_{2}\right)}{\left|r_{1}-r_{2}\right|}=\frac{\operatorname{erf}\left[\sqrt{\frac{\alpha}{2}}\left|R_{a}-R_{b}\right| / 2\right]}{\left|\left(R_{a}-R_{b}\right) / 2\right|} . \tag{B7}
\end{gather*}
$$

Denoting the inter dot distance as $q=\left|R_{a}-R_{b}\right|$, we finally obtain a close expression for the interactions.

$$
\begin{align*}
& \langle i j \mid k l\rangle=\int d r_{1} \int d r_{2} \varphi_{i}\left(r_{1}\right) \varphi_{k}\left(r_{1}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \varphi_{j}\left(r_{2}\right) \varphi_{l}\left(r_{2}\right) \\
& =\frac{K e^{2}}{\sqrt{a_{i}^{2}+b_{i}^{2}+2 S a_{i} b_{i}} \sqrt{a_{k}^{2}+b_{k}^{2}+2 S a_{k} b_{k}} \sqrt{a_{j}^{2}+b_{j}^{2}+2 S a_{j} b_{j}} \sqrt{a_{l}^{2}+b_{l}^{2}+2 S a_{l} b_{l}}} \\
& \cdot\left[a_{i} a_{k} a_{j} a_{l} \sqrt{\frac{2 \alpha}{\pi}}+a_{i} a_{k} b_{j} b_{l} \frac{\operatorname{erf}[\sqrt{\alpha / 2} q]}{q}+a_{i} a_{k}\left(a_{j} b_{l}+b_{j} a_{l}\right) e^{-\frac{\alpha}{4} q^{2}} \frac{\operatorname{erf}[\sqrt{\alpha / 2} q / 2]}{|q / 2|}\right. \\
& +b_{i} b_{k} a_{j} a_{l} \frac{\operatorname{erf}\left[\sqrt{\frac{\alpha}{2} q}\right]}{q}+b_{i} b_{k} b_{j} b_{l} \sqrt{2 \alpha / \pi}+b_{i} b_{k}\left(a_{j} b_{l}+b_{j} a_{l}\right) e^{-\frac{\alpha}{4} q^{2}} \frac{\operatorname{erf}[\sqrt{\alpha / 2} q / 2]}{|q / 2|} \\
& +\left(a_{i} b_{k}+b_{i} a_{k}\right) a_{j} a_{l} e^{-\frac{\alpha}{4} q^{2}} \frac{\operatorname{erf}[\sqrt{\alpha / 2} q / 2]}{\left|q^{q} / 2\right|}+\left(a_{i} b_{k}+b_{i} a_{k}\right) b_{j} b_{l} e^{-\frac{\alpha}{4} q^{2}} \frac{\operatorname{erf}[\sqrt{\alpha / 2} q / 2]}{\left|q^{q} / 2\right|} \\
& \left.+\left(a_{i} b_{k}+b_{i} a_{k}\right)\left(a_{j} b_{l}+b_{j} a_{l}\right) e^{-\frac{\alpha}{2} q^{2}} \sqrt{2 \alpha / \pi}\right] \tag{B8}
\end{align*}
$$

$$
\begin{align*}
& \langle i j \mid k l\rangle=\int d r_{1} \int d r_{2} \varphi_{i}\left(r_{1}\right) \varphi_{k}\left(r_{1}\right) \frac{K e^{2}}{\left|r_{1}-r_{2}\right|} \varphi_{j}\left(r_{2}\right) \varphi_{l}\left(r_{2}\right) \\
& =\frac{K e^{2}}{\sqrt{a_{i}^{2}+b_{i}^{2}+2 S a_{i} b_{i}} \sqrt{a_{k}^{2}+b_{k}^{2}+2 S a_{k} b_{k}} \sqrt{a_{j}^{2}+b_{j}^{2}+2 S a_{j} b_{j}} \sqrt{a_{l}^{2}+b_{l}^{2}+2 S a_{l} b_{l}}} \\
& \cdot\left[\left(a_{i} a_{k} a_{j} a_{l}+b_{i} b_{k} b_{j} b_{l}+\left(a_{i} b_{k}+b_{i} a_{k}\right)\left(a_{j} b_{l}+b_{j} a_{l}\right) e^{-\frac{\alpha}{4} q^{2}}\right) \sqrt{\frac{2 \alpha}{\pi}}\right. \\
& +\left(a_{i} a_{k} b_{j} b_{l}+b_{i} b_{k} a_{j} a_{l}\right) \frac{\operatorname{erf}\left[\sqrt{\frac{\alpha}{2}} q\right]}{R} \\
& +\left(a_{i} a_{k}\left(a_{j} b_{l}+b_{j} a_{l}\right)+b_{i} b_{k}\left(a_{j} b_{l}+b_{j} a_{l}\right)+\left(a_{i} b_{k}+b_{i} a_{k}\right) a_{j} a_{l}\right. \\
& \left.\left.+\left(a_{i} b_{k}+b_{i} a_{k}\right) b_{j} b_{l}\right) e^{-\frac{\alpha}{4} q^{2}} \frac{\operatorname{erf}\left[\sqrt{\frac{\alpha}{2}} q / 2\right]}{|q / 2|}\right] \tag{B9}
\end{align*}
$$

Using the above derivation, we can write explicit expressions for the two-particle interaction terms and explicitly for the Coloumb and exchange interaction terms that remain in the case of a single spin Hamiltonian (Eq. 5.1 in the text).

Here are three representative terms:

$$
\begin{align*}
& U_{11}=\langle 1,1 \| 1,1\rangle=\frac{K e^{2}}{\left(a_{1}^{2}+b_{1}^{2}+2 S a_{1} b_{1}\right)^{2}} \\
& {\left[\sqrt{\frac{2 \alpha}{\pi}}\left(a_{1}^{4}+b_{1}^{4}+4 a_{1}^{2} b_{1}^{2} e^{-\frac{\alpha}{2} R^{2}}\right)+\frac{\operatorname{erf}[\sqrt{\alpha / 2} R]}{R} 2 a_{1}^{2} b_{1}^{2}+e^{-\frac{\alpha}{4} R^{2}} \frac{\operatorname{erf}[\sqrt{\alpha / 2} R / 2]}{R / 2}\left[4 a_{1}^{3} b_{1}+4 b_{1}^{3} a_{1}\right]\right.} \\
& U_{22}=\langle 2,2 \| 2,2\rangle=\frac{K e^{2}}{\left(a_{2}^{2}+b_{2}^{2}+2 S a_{2} b_{2}\right)^{2}} \\
& {\left[\sqrt{\frac{2 \alpha}{\pi}}\left(a_{2}^{4}+b_{2}^{4}+4 a_{2}^{2} b_{2}^{2} e^{-\frac{\alpha}{R^{2}} R^{2}}\right)+\frac{\operatorname{erf}[\sqrt{\alpha / 2} R]}{R} 2 a_{2}^{2} b_{2}^{2}+e^{-\frac{\alpha}{4} R^{2}} \frac{\operatorname{erf}[\sqrt{\alpha / 2} R / 2]}{R / 2}\left[4 a_{2}^{3} b_{2}+4 b_{2}^{3} a_{2}\right]\right.} \\
& U_{12}=\langle 1,2 \| 1,2\rangle=\frac{K e^{2}}{\left(a_{1}^{2}+b_{1}^{2}+2 S a_{1} b_{1}\right)\left(a_{2}{ }^{2}+b_{2}{ }^{2}+2 S a_{2} b_{2}\right)} \\
& {\left[\sqrt{\frac{2 \alpha}{\pi}}\left(a_{1}^{2} a_{2}^{2}+b_{1}^{2} b_{2}^{2}+4 a_{1} a_{2} b_{1} b_{2} e^{-\frac{\alpha}{2} R^{2}}\right)+\frac{\operatorname{erf}[\sqrt{\alpha / 2} R]}{R}\left(a_{1}^{2} b_{2}^{2}+b_{1}^{2} a_{2}^{2}\right)\right.} \\
& +e^{-\frac{\alpha}{4} R^{2}} \frac{\operatorname{erf}[\sqrt{\alpha / 2} R / 2]}{R / 2}\left[a_{1}^{2}\left(a_{2} b_{2}+b_{2} a_{2}\right)+b_{1}^{2}\left(a_{2} b_{2}+b_{2} a_{2}\right)+a_{2}^{2}\left(a_{1} b_{1}+b_{1} a_{1}\right)+b_{2}^{2}\left(a_{1} b_{1}+b_{1} a_{1}\right)\right] \tag{B10}
\end{align*}
$$

## Appendix C

## Negative Differential Resistance

We derive analytic expressions for the probabilities and currents in the single connection scheme for the different bias potentials margins which appear in table 2, article 6.2. We further concentrate on the symmetric case in each one of those margins.

For simplicity, in the symmetric case, we work in the regime of small overlap between the localized orbitals, $s \ll 1$. Extension to the general case is straightforward.

Pay attention that $D_{11}, D_{12}, D_{21}, D_{22}$ in the text (Eq. 15 in 6.2) are represented here correspondingly as $c_{11}, c_{12}, c_{21}, c_{22}$.

The schemes in each one of the cases illustrate the allowed transition rates. A continuous line indicates a finite rate for both asymmetric and symmetric cases, whereas a dashed line indicates finite rate for an asymmetric case and zero rate for a symmetric case.

1. First column: $\varepsilon_{2}>\Phi>\varepsilon_{1}$

| 11 |
| :---: |
| 01 |
| 10 |
| 00 |

The only non-zero transition rates (at zero T ) are:
$\mathrm{k}_{00 \rightarrow 10}^{T}=\left|\mathrm{c}_{11}\right|^{2}$
$\mathrm{k}_{10 \rightarrow 00}^{S}=\left(\mathrm{c}_{11}+\mathrm{c}_{21}\right)^{2}$

Rates and Probability equations:
$\frac{d P_{00}}{d t}=\mathrm{k}_{10 \rightarrow 00}^{S} P_{10}-\mathrm{k}_{00 \rightarrow 10}^{T} P_{00}=0$
$P_{00}+P_{10}=1$
$\left(\mathrm{c}_{11}+\mathrm{c}_{21}\right)^{2} P_{10} \quad \mathrm{c}_{11}^{2}\left(1 \quad P_{10}\right)=0$
$\left[\left(\mathrm{c}_{11}+\mathrm{c}_{21}\right)^{2}+\mathrm{c}_{11}^{2}\right] P_{10}=\mathrm{c}_{11}^{2}$
$P_{10}=\frac{\mathrm{c}_{11}^{2}}{\left(\mathrm{c}_{11}+\mathrm{c}_{21}\right)^{2}+\mathrm{c}_{11}^{2}} \quad ; \quad P_{00}=\frac{\left(\mathrm{c}_{11}+\mathrm{c}_{21}\right)^{2}}{\left(\mathrm{c}_{11}+\mathrm{c}_{21}\right)^{2}+\mathrm{c}_{11}^{2}}$
$I=\frac{\left(c_{11}+c_{21}\right)^{2} c_{11}^{2}}{\left(c_{11}+c_{21}\right)^{2}+c_{11}^{2}}$
In the symmetric case:
$P_{00}=4 / 5$
$P_{10}=1 / 5$
$I=2 P_{10}=2 / 5$
2. Second column: $\varepsilon_{1}+U>\Phi>\varepsilon_{2}$


The non-zero transition rates (at zero T ) are:
$\mathrm{k}_{00 \rightarrow 10}^{T}=\left|\mathrm{c}_{11}\right|^{2}$
$\mathrm{k}_{00 \rightarrow 01}^{T}=\left|\mathrm{c}_{12}\right|^{2}$
$\mathrm{k}_{10 \rightarrow 00}^{S}=\left(\mathrm{c}_{11}+\mathrm{c}_{21}\right)^{2}$
$\mathrm{k}_{01 \rightarrow 00}^{S}=\left(\mathrm{c}_{12}+\mathrm{c}_{22}\right)^{2}$
$\frac{d P_{00}}{d t}=\mathrm{k}_{01 \rightarrow 00}^{S} P_{01}+\mathrm{k}_{10 \rightarrow 00}^{S} P_{10}-\left(\mathrm{k}_{00 \rightarrow 10}^{T}+\mathrm{k}_{00 \rightarrow 01}^{T}\right) P_{00}=0$
$\frac{d P_{10}}{d t}=-\mathrm{k}_{10 \rightarrow 00}^{S} P_{10}+\mathrm{k}_{00 \rightarrow 10}^{T} P_{00}=0$
$P_{00}+P_{10}+P_{01}=1$
$\mathrm{I}=\left(\mathrm{k}_{00 \rightarrow 10}^{T}+\mathrm{k}_{00 \rightarrow 01}^{T}\right) P_{00}$
In the symmetric case:

$$
\begin{aligned}
& P_{00}=0 \\
& P_{10}=0 \\
& P_{01}=1 \\
& I=\left(\frac{1}{2}+\frac{1}{2}\right) \cdot 0=0
\end{aligned}
$$

3. Third column: $\varepsilon_{2}+U>\Phi>\varepsilon_{1}+U$

| 11 |  |  |
| :---: | :---: | :---: |
| $\uparrow$ | 01 | $\downarrow$ |
| $\uparrow$ | 10 | $\vdots$ |
| $\uparrow$ | 00 | $\downarrow$ |

The non-zero transition rates (at zero T) are:
$\mathrm{k}_{00 \rightarrow 10}^{T}=\left|\mathrm{c}_{11}\right|^{2}$
$\mathrm{k}_{00 \rightarrow 01}^{T}=\left|\mathrm{c}_{12}\right|^{2}$
$\mathrm{k}_{01 \rightarrow 11}^{T}=\left|\mathrm{c}_{11}\right|^{2}$
$\mathrm{k}_{11 \rightarrow 10}^{T}=\left|\mathrm{c}_{12}\right|^{2}$
$\mathrm{k}_{11 \rightarrow 01}^{S}=\left(\mathrm{c}_{11}+\mathrm{c}_{21}\right)^{2}$
$\mathrm{k}_{11 \rightarrow 10}^{S}=\left(\mathrm{c}_{12}+\mathrm{c}_{22}\right)^{2}$
$\mathrm{k}_{10 \rightarrow 00}^{S}=\left(\mathrm{c}_{11}+\mathrm{c}_{21}\right)^{2}$
$\mathrm{k}_{01 \rightarrow 00}^{S}=\left(\mathrm{c}_{12}+\mathrm{c}_{22}\right)^{2}$
Rates and Probability equations:

$$
\begin{aligned}
& \frac{d P_{00}}{d t}=\mathrm{k}_{01 \rightarrow 00}^{S} P_{01}+\mathrm{k}_{10 \rightarrow 00}^{S} P_{10}-\left(\mathrm{k}_{00 \rightarrow 10}^{T}+\mathrm{k}_{00 \rightarrow 01}^{T}\right) P_{00}=0 \\
& \frac{d P_{10}}{d t}=-\mathrm{k}_{10 \rightarrow 00}^{S} P_{10}+\mathrm{k}_{00 \rightarrow 10}^{T} P_{00}+\left(\mathrm{k}_{11 \rightarrow 10}^{S}+\mathrm{k}_{11 \rightarrow 10}^{T}\right) P_{11}=0 \\
& \frac{d P_{11}}{d t}=\mathrm{k}_{01 \rightarrow 11}^{T} P_{01}-\left(\mathrm{k}_{11 \rightarrow 01}^{S}+\mathrm{k}_{11 \rightarrow 10}^{S}+\mathrm{k}_{11 \rightarrow 10}^{T}\right) P_{11}=0 \\
& P_{00}+P_{10}+P_{01}+P_{11}=1 \\
& \left(\begin{array}{cccc}
-\left(k_{00 \rightarrow 01}^{T}+k_{00 \rightarrow 01}^{T}\right) & k_{10 \rightarrow 00}^{S} & k_{01 \rightarrow 00}^{S} & 0 \\
k_{00 \rightarrow 10}^{T} & -k_{10 \rightarrow 00}^{S} & 0 & k_{11 \rightarrow 10}^{S}+k_{11 \rightarrow 10}^{T} \\
0 & 0 & k_{01 \rightarrow 11}^{T} & -\left(k_{11 \rightarrow 01}^{S}+k_{11 \rightarrow 10}^{S}+k_{11 \rightarrow 10}^{T}\right) \\
1 & 1 & 1 & 1
\end{array}\right)=\left(\begin{array}{l}
P_{00} \\
P_{10} \\
P_{01} \\
P_{11}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \left(\begin{array}{cccc}
-\left(c_{11}^{2}+c_{12}^{2}\right) & \left(c_{11}+c_{21}\right)^{2} & \left(c_{12}+c_{22}\right)^{2} & 0 \\
c_{11}^{2} & -\left(c_{11}+c_{21}\right)^{2} & 0 & \left(c_{12}+c_{22}\right)^{2}+c_{12}^{2} \\
0 & 0 & c_{11}^{2} & -\left(\left(c_{11}+c_{21}\right)^{2}+\left(c_{12}+c_{22}\right)^{2}+c_{12}^{2}\right) \\
1 & 1 & 1 & 1
\end{array}\right)=\left(\begin{array}{l}
P_{00} \\
P_{10} \\
P_{01} \\
P_{11}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right) \\
& \mathrm{I}=\left(\mathrm{k}_{00 \rightarrow 10}^{T}+\mathrm{k}_{00 \rightarrow 01}^{T}\right) P_{00}+\mathrm{k}_{01 \rightarrow 11}^{T} P_{01}-\mathrm{k}_{11 \rightarrow 10}^{T} P_{11}
\end{aligned}
$$

In the symmetric case:

$$
\begin{aligned}
& P_{00}=1 / 3 \\
& P_{10}=1 / 15 \\
& P_{01}=10 / 15 \\
& P_{11}=2 / 15 \\
& I=\left(\frac{1}{2}+\frac{1}{2}\right) \cdot \frac{2}{15}+\frac{1}{2} \cdot \frac{10}{15}-\frac{1}{2} \cdot \frac{2}{15}=\frac{2}{5}
\end{aligned}
$$

4. Forth column: $\Phi>\varepsilon_{2}+U$


The non-zero transition rates (at zero T ) are:
$\mathrm{k}_{00 \rightarrow 10}^{T}=\left|\mathrm{c}_{11}\right|^{2}$
$\mathrm{k}_{00 \rightarrow 01}^{T}=\left|\mathrm{c}_{12}\right|^{2}$
$\mathrm{k}_{01 \rightarrow 11}^{T}=\left|\mathrm{c}_{11}\right|^{2}$
$\mathrm{k}_{10 \rightarrow 11}^{T}=\left|\mathrm{c}_{12}\right|^{2}$
$\mathrm{k}_{11 \rightarrow 01}^{S}=\left(\mathrm{c}_{11}+\mathrm{c}_{21}\right)^{2}$
$\mathrm{k}_{11 \rightarrow 10}^{S}=\left(\mathrm{c}_{12}+\mathrm{c}_{22}\right)^{2}$
$\mathrm{k}_{10 \rightarrow 00}^{S}=\left(\mathrm{c}_{11}+\mathrm{c}_{21}\right)^{2}$
$\mathrm{k}_{01 \rightarrow 00}^{S}=\left(\mathrm{c}_{12}+\mathrm{c}_{22}\right)^{2}$
Rates and Probability equations:

$$
\begin{aligned}
& \frac{d P_{00}}{d t}=\mathrm{k}_{01 \rightarrow 00}^{S} P_{01}+\mathrm{k}_{10 \rightarrow 00}^{S} P_{10}-\left(\mathrm{k}_{00 \rightarrow 10}^{T}+\mathrm{k}_{00 \rightarrow 01}^{T}\right) P_{00}=0 \\
& \frac{d P_{10}}{d t}=-\left(\mathrm{k}_{10 \rightarrow 00}^{S}+\mathrm{k}_{10 \rightarrow 11}^{S}\right) P_{10}+\mathrm{k}_{00 \rightarrow 10}^{T} P_{00}+\mathrm{k}_{11 \rightarrow 10}^{S} P_{11}=0 \\
& \frac{d P_{11}}{d t}=\mathrm{k}_{01 \rightarrow 11}^{T} P_{01}+\mathrm{k}_{10 \rightarrow 11}^{T} P_{10}-\left(\mathrm{k}_{11 \rightarrow 01}^{S}+\mathrm{k}_{11 \rightarrow 10}^{S}\right) P_{11}=0 \\
& P_{00}+P_{10}+P_{01}+P_{11}=1 \\
& \left(\begin{array}{cccc}
-\left(k_{00 \rightarrow 10}^{T}+k_{00 \rightarrow 01}^{T}\right) & k_{10 \rightarrow 00}^{S} & k_{01 \rightarrow 00}^{S} & 0 \\
k_{00 \rightarrow 10}^{T} & -\left(k_{10 \rightarrow 00}^{S}+k_{10 \rightarrow 11}^{T}\right) & 0 & k_{11 \rightarrow 10}^{S} \\
0 & k_{10 \rightarrow 11}^{T} & k_{01 \rightarrow 11}^{T} & -\left(k_{11 \rightarrow 01}^{S}+k_{11 \rightarrow 10}^{S}\right) \\
1 & 1 & 1 & 1
\end{array}\right)=\left(\begin{array}{l}
P_{00} \\
P_{10} \\
P_{01} \\
P_{11}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right) \\
& \left(\begin{array}{cccc}
-\left(c_{11}^{2}+c_{12}^{2}\right) & \left(c_{11}+c_{21}\right)^{2} & \left(c_{12}+c_{22}\right)^{2} & 0 \\
c_{11}^{2} & -\left(c_{11}+c_{21}\right)^{2}-c_{12}^{2} & 0 & \left(c_{12}+c_{22}\right)^{2} \\
0 & c_{12}^{2} & c_{11}^{2} & -\left(c_{11}+c_{21}\right)^{2}-\left(c_{12}+c_{22}\right)^{2} \\
1 & 1 & 1 & 1
\end{array}\right)=\left(\begin{array}{l}
P_{00} \\
P_{10} \\
P_{01} \\
P_{11}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right) \\
& \mathrm{I}=\left(\mathrm{k}_{00 \rightarrow 10}^{T}+\mathrm{k}_{00 \rightarrow 01}^{T}\right) P_{00}+\mathrm{k}_{01 \rightarrow 11}^{T} P_{01}+\mathrm{k}_{10 \rightarrow 11}^{T} P_{10}
\end{aligned}
$$

In the symmetric case:

$$
\begin{aligned}
& P_{00}=0 \\
& P_{10}=0 \\
& P_{01}=4 / 5 \\
& P_{11}=1 / 5 \\
& I=\left(\frac{1}{2}+\frac{1}{2}\right) \cdot 0+\frac{1}{2} \cdot \frac{4}{5}+\frac{1}{2} \cdot 0=\frac{2}{5}
\end{aligned}
$$
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נמצא כי האפקט המכני תלוי במידת האסימטריה וכן במיקום של מגע המיקרוסקופ (הנקודה הקוונטית אליה הוא מצומד).
בנוסף נמצאה הופעה של אפקט לא לינארי, התנגדות דיפרנציאלית שלילית (NDR) ייחודית,
 שעל פני השטח. ההתאבכות ההורסת נגמרת בשת בער טעינה של אורביטל בלת בלתי-קושר אשר בתורו יוצר חסימה של תנועת אלקטרונים דרך צמד הנקודות הקוונטיות בשל כוחות בות קולון
 האינטראקציה האלקטרונית בין שתי הנקודות הקוונטיות הסמוכות על ידי מדידה של אות ה.NDR

לבסוף מוצג רעיון חדשני של התקן זיכרון בלתי נדיף ננו-אלקטרו-מכאני אשר משלב אשכול
 (FQD) אשר ממוקמת בין שתי נקודות קוונטיות קשורות (BQD). יכולת התנועה המכנית של הנקודה הצפה משמשת למעבר בין שתי מצבי פעולה יציבים, מצב "ON" ומצב "OFF".

 במקום בכל מצב יציב תחת אפס מתח. בהתחשב בפרמטרים מיקרוסקופיים מציאותיים, הטיפול התיאורטי שלנו של האשכול חושף את המאפיינים של ההתקן התן התכונות
 השרשראות המולקולריות אשר מקיפות את הנקודות הקוונטיות הן המפתח למימוש התוּ התקן העובד כהלכה. לסיום, תדירות הפעולה של התקן זה מוערכת להיות גבוהה יותר בהשוואה להתקני זיכרון בלתי נדיפים נוכחיים (התקני פלאש) ובנוסף להתקן יש יש פוטנציאל לה להציג
 (חֶשֶל) וכן יכולת אופטימיזציה של מתח המיתוג והיחס בין זרמי ה-ON וה-OFF.

נקודות קוונטיות קולואידיות (CQDs) הינן מבנים ננומטרים חופשיים, המוקפים בשרשראות מולקולריות אורגניות (ligands), עם מאפיינים אלקטרוניים הניתנים לכוונון על ידי שינויים כימיים וכן שינויי גודל וצורה של הנקודות הקוונטיות עצמן. המאפיינים של נקודה קוונטית בודדת והמידה שבה אינטראקציות חשמליות ומכאניות בין נקודות קוונטיות במערך הן משמעותיות ביחo למאפייני ההולכה הנמדדים הם בעלי חשיבות עליונה. אולם קשה להעריך את האינטראקציות האלה בגלל האופן שבו הם נשלטות על ידי הכימיה של פני פי השטח ובי ובשל השרשראות המולקולריות המקשרות בין נקודות קוונטיות נפרדות ערות. עד כה רק מחקרים מעטים לקחו בחשבון את המבנה ברמה האטומית של השרשראות המולקולריות וההשפעות עה עה שלהם על הכוחות המכאניים בין הנקודות הקוונטיות עדיין לא נלקחה בחשבון עד כה.

בעבודה זו, אנו שוקלים התקן חדש המבוס על מגע של מיקרוסקופ מנהור סורק (STM) שתי נקודות קוונטיות מצומדות (DQD) - ומשטח תחתון, לשם מדידת הכוחות האפקטיביים בין הנקודות הקוונטיות אשר מושרים באמצעותן של השרשראות המולקולריות, לשם יצירת תנועה של נקודה קוונטית בודדת בתוך מערך של נקודות קוונטיות וכות וכית לשם חקירת הקישוריות הייחודית בהתקן זה אשר מבוסרת על מגע STM אשר מצומד לנקודה קוונטית בודדת בעוד הצימוד אל פני השטח משותף לשני הנקודות הקוונטיות.

הצימוד האלקטרו-מכני בין הנקודות הקוונטיות טופל על ידי התחשבות באופן מפורש בתלות של הביטויים האלקטרוניים על המרחק בין הנקודות הקוונטיות. באופן ספציפיפי, הצימוד של של האלקטרון הבודד (מנהור) ואינטראקציות רבות אלקטרונים (כוחות Coulomb ו-Exchange) חושבו באופן עקבי עם התגובה המכנית של המרחק בין הנקודות תוך כדי שימוש בניסוח
 כקובים (matrix formulation). ערכים אופייניים של מoות של נקודות קוונטית והערכים שנבחרו כקבועי הכוח של השרשראות מולקולריות אפשרו לטפל בתנועה המכנית על ידי שימוש במכניקה קלאסית.

הצימוד בין הנקודות הקוונטיות למגעים של מיקרוסקופ המנהור הינו חלש וזאת בהתבס 00 על ערכים אופייניים של מחסומי מנהור במודלים של STM. בנוסף המוּ המגעים שומרים על ״קוואזי" צפיפות שיווי משקל, בזמן שמערכת הנקודות הקוונטית הרב-אלקטרונית מתפתחת בהתאם למשוואת Liouville בסדר שני בצימוד למגעים.

התגובה במצב יציב של המערכת למתח המופעל בין המגעים של מיקרוסקופ המנהור נמצאה באמצעות פתרון של המשוואות הדינמיות המצומדות למשוואות אלקוֹלוּ הו-מכאנית תחת האילוץ של אפ0 מהירות ואפס תאוצה במצב יציב.

הניתוח התיאורטי של מבנה ה-DQD בהתקן חושף בפעם הראשונה יצירה של רתיעה מכנית וכן ניתוק של צמד הנקודות הקוונטיות (מעבר מצמד נקודודות בוּות קוונטיות לנקודה קוונטית

בודדת) אשר מושרה על ידי הפעלת מתח וכן מלווה בשינויים בולטים בזרם. על יד ידי לית התחשבות בפרמטרים מיקרוסקופיים מציאותיים. הגישה שלנו מאפשרת מציאת מתאם בין
 שמושרים על ידי השרשראות המולקולריות. הפוטנציאיאל המכני הקושר בין הנקודיות הות ממודל באמצעות פונקציות פוטנציאלי מורס גנריות עם פרמטרים ששולטים במעבר מצימוד "חלש" ל-"חזק". פוטנציאל המורס מאפשר לשקף את כוחות הדחייה קצרי הטווח וכוחות המשיכה ארוכי הטווח של הכוח המושרה בין הנקודות הקוונטיות בשל השרשראות המות הולקולריות הות מאפיין חשוב נוסף הינו התלות בסימטריה בין הנקודות. הבדל הסימטריה ביש בין הנקודותות בא לידי ביטוי באנרגיות LUMO שונות, אותן ניתן להשיג על ידי שימוש בנקודות קוונטיות קולואידיות בעלות גדלים והרכבים כימים שונים.

המחקר נעשה בהנחייתם של פרופ' אפרת ליפשיץ ופרופ' אורי פסקין בפקולטה לכימיה ע"ש שוליך בטכניון.

אני מודה לטכניון על התמיכה הכספית הנדיבה במהלך השתלמותי.
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